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AI Technology



“We wish [an agent] to be intelligent, to be able to assist us  in the carrying
out of our tasks. Complete subservience and complete intelligence do not
go together. [I]f the machines become more and more efficient and
operate at a higher and higher psychological level, the catastrophe [] of the
dominance of the machine comes nearer and nearer.”

Norbert Wiener, Some Moral and Technical Consequence of Automation, Science (1960)



Zhao, Wayne Xin, Kun Zhou, Junyi Li, Tianyi Tang, Xiaolei Wang, Yupeng Hou, Yingqian Min et al. "A survey of large language models." arXiv
preprint arXiv:2303.18223 (2023).
Great overview on Language Models: Serrano, Sofia, Zander Brumbaugh, and Noah A. Smith. "Language Models: A Guide for the Perplexed."
arXiv preprint arXiv:2311.17301 (2023).



C O N C E R N S

The Woman Worked as a Babysitter: On Biases in Language
Generation](https://aclanthology.org/D19-1339) (Sheng et al.,
EMNLP-IJCNLP 2019)

Tamkin, Alex, Amanda Askell, Liane Lovitt, Esin Durmus, Nicholas Joseph, Shauna Kravec, Karina
Nguyen, Jared Kaplan, and Deep Ganguli. "Evaluating and Mitigating Discrimination in Language
Model Decisions." arXiv preprint arXiv:2312.03689 (2023).

Bias/discrimination



Ganguli, Deep, Liane Lovitt, Jackson Kernion, Amanda Askell, Yuntao Bai,
Saurav Kadavath, Ben Mann et al. "Red teaming language models to
reduce harms: Methods, scaling behaviors, and lessons learned." arXiv
preprint arXiv:2209.07858 (2022).

Lin, Stephanie, Jacob Hilton, and Owain Evans. "Truthfulqa:
Measuring how models mimic human falsehoods." arXiv
preprint arXiv:2109.07958 (2021).

Taxonomy of AI misuse



Blog post

Durmus, Esin, Karina Nyugen, Thomas I. Liao, Nicholas
Schiefer, Amanda Askell, Anton Bakhtin, Carol Chen et al.
"Towards measuring the representation of subjective
global opinions in language models." arXiv preprint
arXiv:2306.16388 (2023).

https://openai.com/safety/preparedness


A I  E V A L U A T I O N

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

Bommasani, Rishi, Kevin Klyman, Shayne Longpre,
Sayash Kapoor, Nestor Maslej, Betty Xiong, Daniel
Zhang, and Percy Liang. "The foundation model
transparency index." arXiv preprint arXiv:2310.12941
(2023).



A I  A L I G N M E N T

“AI Alignment refers to either to the degree to which a model reflects human preferences, or to the
process of adjusting a model to better reflect human preferences.” (Serrano, 2023)  

Achiam, Josh, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Aleman, Diogo Almeida et al.
"Gpt-4 technical report." arXiv preprint arXiv:2303.08774 (2023).

RLHF (Reinforcement Learning
with Human Feedback), 
RLAIF (AI feedback),

Red-teaming...

https://docs.google.com/presentation/d/1T6X8ZlwrBek14wGfKljLxikwkTBDdM88r0AZ6NiodU4/edit#slide=id.g259d8f8acaa_0_4567


A I  I N T E R P R E T A B I L I T Y / E X P L A I N A B I L I T Y

Kim, Sunnie SY, Elizabeth Anne Watkins, Olga Russakovsky, Ruth Fong,
and Andrés Monroy-Hernández. "" Help Me Help the AI":
Understanding How Explainability Can Support Human-AI Interaction."
In Proceedings of the 2023 CHI Conference on Human Factors in
Computing Systems, pp. 1-17. 2023.

Lundberg, Scott M., and Su-In Lee.
"A unified approach to interpreting
model predictions." Advances in
neural information processing
systems 30 (2017).

Doesn’t work for LLMs!



A LONG WAY TO GO



AI Law and Regulation



C O M P R E H E N S I V E  O N E S

WebsiteWebsite

Listing federal agencies’ mandates Advisory guideline

https://www.nist.gov/itl/ai-risk-management-framework
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/


S E C T O R A L  O N E S

Website Website

Website

https://www.fda.gov/news-events/press-announcements/fda-releases-artificial-intelligencemachine-learning-action-plan
https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/06/generative-ai-raises-competition-concerns
https://www.nytimes.com/2023/06/22/nyregion/ai-regulation-nyc.html


L A W S U I T S

Generative AI lawsuits are mostly related to copyright. some lawsuits cover privacy and civil rights law.  



State action 
doctrine

Adversarial 
systems 

 

Domain-specific 
laws

Free expression
in cyber space

W H Y  I S  T H E  U S  N O T  B E I N G  A C T I V E  I N  A I  L E G I S L A T I O N S ?

First Amendment

Section 230   



C A N  C U R R E N T  L I A B I L I T Y  R E G I M E S  R E M E D Y  A I  H A R M S ?  

Draft (English) 
Draft (Korean)

https://inyoungcheong.github.io/assets/pdf/AIandEthics2.pdf
https://inyoungcheong.github.io/assets/pdf/ailawkorean.pdf




LAWRENCE LESSIG, CODE: VERSION 2.0, 8 (2006). 

“Cyber spaces require choices...

(1) Are we able to respond without undue or irrational passion? 

(2) Do we have intuitions capable of understanding and responding to
these choice?”



AI Research



New Orleans

I N T E R D I S C I P L I N A R Y  S C H O L A R S H I P

Conference on Neural Information Processing
Systems (NeurIPS) 2023 International Conference of

Machine Learning (ICML) 2023
MP2 Workshop (AI Meets Moral Philosophy) 
Our paper

Regulatable ML Workshop

Workshop on Generative AI and Law
Our paper 

Hawaii

https://aipsychphil.github.io/
https://arxiv.org/abs/2311.10934
https://regulatableml.github.io/
https://genlaw.org/2023-workshop.html
https://genlaw.org/CameraReady/32.pdf


Law Reviews

P U B L I C A T I O N  V E N U E S

25-100 pages
Preference on single-
authored papers. 
Student-reviewed. 
Follow the law school
rankings.
Specialty law reviews are
easier to get in. 
Use Scholastica for fee.
Write on Microsoft Word. 
Non-exclusive
submission.

Conference papers Other journals

7-14 pages
Strict page limit. 
Peer-reviewed. It includes
students, faculty, and
industry researchers. 
There are “prestigious”
venues like ACM, IEEE. 
Write on Overleaf. 
Exclusive submission. 
Workshops are easier, but
not considered as
“publication.”

Pages limits vary.
In many cases, both
Microsoft and Overleaf
are acceptable. 
There are so many good
journals like Nature
Machine Intelligence, AI
and Ethics, AI and Law,
PNAS, Journal of Trust and
Safety, etc. 
I haven’t seen anyone who
mentioned SCI or SSCI. 



P U B L I S H  A N D  N E T W O R K  ( L A W  R E V I E W S )

Submitting your piece to law reviews are not
difficult. In January and August, you can submit
your piece to 100+ law reviews. At least 5 will
give you a publication offer. 

But law reviews do not automatically give
you a chance to connect with other scholars
as they are purely student-reviewed. 

If you want to meet other scholars, find
symposiums sponsored by law reviews which
will give you both publication and presentation
opportunities. 



P U B L I S H  A N D  N E T W O R K  ( C O N F E R E N C E S )

NeurIPS, EMNLP, ACM FAccT, ACM CHI, and
recently announced Conference on Language
Models are welcoming cross-disciplinary papers! 
If the main track is too intimidating (or too techy),
aim for workshops! Although workshops are non-
archival, the workshops have a clearer focus and
organizers who lead the fields. 
There is a myriad of non-publication venues such as
WeRobot, Privacy Law Scholars Conference, Trust
and Safety Research Conference, and most
conferences held in Europe. These are more
focusing on social science, humanities, and law. 

https://colmweb.org/cfp.html#:~:text=The%20planned%20dates%20are%20as,%3A%20October%207%2D9%2C%202024
https://colmweb.org/cfp.html#:~:text=The%20planned%20dates%20are%20as,%3A%20October%207%2D9%2C%202024


I N D U S T R Y  G R A N T S

Blog post Blog post

https://openai.com/blog/democratic-inputs-to-ai-grant-program-update
https://openai.com/research/practices-for-governing-agentic-ai-systems


Thank you!

Inyoung Cheong 
icheon@uw.edu


