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As artificial intelligence (AI) systems increasingly shape human cognition
and decision-making, the need for robust legal and ethical frameworks to
protect individual autonomy has become urgent. However, both the tech-
nical understanding of these systems and the legal comprehension of their
implications remain underdeveloped. The study analyzes the structural vul-
nerabilities in the AI supply chain that facilitate manipulation, highlighting
the challenges in detecting and regulating these practices. By introducing a
novel definition of AI manipulation that is intention-agnostic, it provides
a framework for conceptualizing how manipulation occurs, even in the
absence of clear causality or malicious intent. This study advocates for
the reconstruction of three fundamental pillars of individual autonomy —
freedom of thought, freedom of expression, and privacy — as essential com-
ponents of AI governance. Notably, it elevates freedom of thought, an often
underappreciated right, as a valuable lens through which to examine the
complexities of AI manipulation. This perspective offers new insights into
contentious issues such as compelled speech and the right to receive in-
formation, areas where traditional legal precedent has struggled to adapt
to the digital age. This study provides a foundation for ensuring that AI
systems respect individual autonomy and align with democratic values. It
demonstrates the critical importance of interdisciplinary approaches in de-
veloping governance structures that can navigate the interplay between AI
technology, human cognition, and fundamental rights.
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1 Introduction
In 1942, US Supreme Court Justice Murphy proclaimed, “Freedom to
think is absolute of its own nature; the most tyrannical government
is powerless to control the inward workings of the mind.” [2] This
declaration underscored a long-held belief in the inviolable sanctu-
ary of human thought. Yet, today’s advanced AI systems1 challenge
1In this paper, AI refers specifically to generative AI systems and large language models
that have the capacity to create, adapt, and influence content across various domains.
These systems are designed to understand and generate text, images, and audio based
on vast datasets and various types of inputs: text inputs (e.g., written prompts, articles),
visual inputs (e.g., images, videos), and audio inputs (e.g., speech, sound recordings).
The focus is on the unique adaptability, scalability, and inference capabilities of these
AI systems, which distinguish them from earlier forms of AI that were limited to more
specialized or predefined tasks.
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Fig. 1. AI Manipulation. This illustration depicts the direct cognitive influ-
ence of AI systems on human thought. The AI system interacts with users
through conversation, subtly shaping thoughts and mental processes.

this notion by demonstrating an unprecedented ability to access,
interpret, and subtly manipulate human cognitive processes.
The power of AI to enhance human capabilities is so significant

that it has become nearly indispensable. From increasing productiv-
ity to automating tedious tasks, AI streamlines complex processes
that would otherwise demand substantial time and effort. Human-
like conversational capabilities and the vast knowledge of AI models
have shown promise in improving access to services traditionally
requiring human specialists [55, 64, 88], in domains such as health-
care [32, 58, 77, 81, 82], finance [69, 84], and law [54, 68, 87]. In
the eagerness to harness AI’s extraordinary capabilities, individuals
unwittingly expose their most intimate cognitive processes — the
“thinking out loud” moments — to these systems. This sharing of
thought formation has placed individuals in a precarious position,
vulnerable to subtle yet powerful external influences. AI systems
can nudge thoughts in directions that might not have been consid-
ered, potentially radicalizing viewpoints or altering decision-making
processes in ways that may not be fully comprehended.
These concerns reflect a deeper, systemic issue that stems from

the entire AI supply chain — from the initial stages of development
to deployment and operation. This article examines the AI supply
chain to understand how various stakeholders contribute to manip-
ulative behaviors in AI systems over time. From developers who
encode biases, to data providers, and platform operators who imple-
ment these systems, each player has a hand in shaping AI behavior.
By doing so, this paper introduces a novel definition of AI manipu-
lation that is intention-agnostic, acknowledging that manipulation
can occur without deliberate malice or easily identifiable culprits.
Through broader definition of AI manipulation, this article seeks to
conceptualize the fragmented and decentralized nature of AI devel-
opment and to demonstrate the inherent challenges in remedying
these harms.

To address these pressing concerns, this article turns to the con-
stitutional rights that have long been regarded as the bedrock of
individual autonomy — specifically, freedom of thought, freedom
of expression, and privacy. Among these, freedom of thought has
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remained largely underappreciated and often treated as a mere dec-
laration, with little practical application in emerging contexts. How-
ever, this article argues that freedom of thought holds significant
potential to provide clarity in several intricate and muddled areas
of constitutional law, such as symbolic speech, compelled speech,
and the confidentiality of intellectual records. By reinterpreting and
revitalizing these rights, the article shows how freedom of thought
can help protect individuals from the manipulative potential of AI
systems.

This article suggests that the goal of eliminating AI manipulation
entirely is unrealistic. Instead, it proposes a governance model that
institutionalizes ongoing human oversight. This model leverages
the unique insights and insider knowledge of AI developers, op-
erators, and users, promoting self-regulation and cross-industry
collaboration. To this end, the article explores two illustrative ex-
amples: the creation of AI Subject Review Boards — modeled after
the Institutional Review Boards (IRBs) used in academic research —
and the establishment of Professional Ethics Rules for AI develop-
ers, drawing parallels to ethical standards seen in other high-stakes
professions like medicine and law. Such an approach, focused on pro-
cedural guidance and incremental milestones, allows for flexibility
in the face of rapid technological advancement, while ensuring that
fundamental human rights are upheld even as AI systems become
more pervasive and powerful.

2 Defining AI Manipulation
Traditionally, manipulation has been narrowly defined. According
to Helen Norton [70], it refers to covertly influencing a listener’s
decision-making for the speaker’s advantage, distinguishing it from
related concepts like coercion, persuasion, and deception. In this
view, persuasion is a forthright appeal, while manipulation operates
surreptitiously. Coercion is forceful and obvious, whereas manip-
ulation is subtle and often unnoticed. Deception involves factual
misrepresentation, but manipulation exploits vulnerabilities in cog-
nition, emotion, or behavior without necessarily making false claims.
Relatedly, Ryan Calo [38] conceptualizes ‘digital market manipu-
lation’ as the systemic personalization of consumer experience to
exploit cognitive biases.
In the context of AI systems, this paper proposes a broader defi-

nition: AI Manipulation refers to the subtle and covert influence
that AI systems exert on a user’s thoughts, decisions, or be-
liefs, without the user’s full awareness. The focus here is specif-
ically on the direct human-AI interaction, as illustrated in Figure 1
where the manipulation stems from the AI system’s design, oper-
ation, or inherent biases, not from external actors or manipulated
users spreading biased content through secondary interactions. This
definition excludes scenarios involving malicious actors creating
AI-generated content to deceive others, such as in fraud or disin-
formation campaigns. While these scenarios represent significant
issues that warrant academic attention, they fall outside the scope
of this paper. By narrowing the scope to this direct relationship,
the focus remains on the unique ways in which AI systems inde-
pendently influence users without involving human intermediaries.

Fig. 2. Simulated Interaction with ERNIE Based on Media Reports [51].

Although this is a more direct and intentional example of ma-
nipulation, Figure 2 illustrates how AI interactions can steer users
in specific ways. The figure shows a simulated conversation with
ERNIE, Baidu’s large language model, based on media reports [51].
ERNIE demonstrates biased responses to sensitive topics, avoiding
criticism of Chinese policies while readily critiquing other countries.
This example highlights how AI models can be engineered to shape
user perceptions and beliefs, influencing the flow of information in
line with predefined objectives.

Another distinctive aspect of this definition is its intention-agnostic
stance. Traditionally, manipulation implies deliberate intent, but AI
systems may influence users without any explicit intent to manipu-
late, due to the way they are designed, trained, or deployed. It is not
necessarily because this paper posits AI as an autonomous being
with agency, but rather because the complexities of these systems,
their probabilistic outputs, and the biases embedded in their train-
ing data can lead to manipulative effects without any single actor’s
direct intention. These effects emerge from the inherent structure
and operation of AI systems rather than from conscious decisions
by developers or operators.
As will be explored in later sections, multiple actors contribute

to these manipulative outcomes at different stages of the AI de-
velopment pipeline. From data collection and model training to
deployment and user interaction, various factors shape the ways AI
systems influence users. The absence of clear intentionality does not
reduce the impact; rather, it highlights the complexity of identifying
accountability in AI manipulation. By adopting a consequentialist
view, the emphasis shifts from focusing on intent to examining
outcomes. This approach enables a deeper investigation into the un-
derlying mechanisms and actors that collectively shape user beliefs
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and behaviors, offering a richer and more complex understanding
of the broader landscape of influences at play.

From this definition, manipulation in the AI context is character-
ized by the following elements:

• Alteration: A user’s beliefs, ideas, behaviors, or decisions
are influenced or altered — whether this change is significant
or subtle, immediate or gradual.

• AI Interaction: The alteration occurs primarily due to inter-
action with an AI system, distinguishing it from other forms
of digital influence.

• Lack of Awareness: The user lacks full awareness or in-
formed consent regarding the influence being exerted upon
them.

• Subtle Mechanisms: The alteration occurs through subtle
mechanisms that may include exploiting cognitive biases
and heuristics, leveraging emotional responses, personalizing
content and experiences, and adapting to and exploiting user
behavior patterns. These mechanisms work together in ways
that can be difficult for users to detect, making the influence
more insidious and cumulative over time.

• Cumulative Effect: The influence may be gradual and cu-
mulative, resulting from repeated interactions with the AI
system over time, making it harder to detect and counteract.

• Scalability: Unlike human-to-human manipulation, AI sys-
tems can exert this influence at scale, affecting large numbers
of users simultaneously.

3 How AI Can Manipulate Human Mind
To understand AI manipulation, we can draw an analogy from
the 2010 movie Inception, where professionals infiltrate people’s
subconscious using dream-sharing technology to extract secrets
and implant ideas. This analogy highlights two critical elements of
manipulation: first, the ability to “read” the mind, and second, the
capacity to “alter” it. While Inception is fictional, the way AI systems
can interact with human cognition echoes similar principles.

3.1 Reading Human Mind
AI does not need to invade dreams, but through data inputs and
interaction, it can achieve a deep understanding of user preferences,
vulnerabilities, and thoughts. AI systems like ChatGPT do not need
to “sweat,” because users voluntarily provide ample information
to them including personal anecdotes, aspirations, and opinions.
The conversational nature of many AI interfaces encourages users
to share more freely, treating the AI as a confidant or friend. This
dynamic can lead to a sense of privacy or intimacy. Furthermore, AI’s
ability to remember past interactions and seamlessly integrate this
knowledge into future conversations further enhances its capacity
for personalized engagement and, potentially, manipulation.

This direct and intimate mode of data collection distinguishes AI
systems from traditional social media platforms, marking a para-
digm shift in digital data collection. While both AI and social media
platforms collect vast amounts of user data, their methods and the
nature of user engagement differ. Social media platforms primarily
acquire data through the incidental byproduct of facilitating inter-
personal communication. Users produce content and interact on

these platforms with the primary intent of connecting with other
users, not to provide data for commercial purposes. However, this
user-generated content, along with the digital footprints left by user
activities, is subsequently harvested and repurposed for various
ends, including targeted advertising and content recommendations.

Conversely, AI systems, particularly conversational AI like Chat-
GPT, operate on a model of direct data acquisition.2 Users engage
with these systems in focused, one-on-one interactions, sharing
information more deliberately and personally. In this context, the
AI assumes multifaceted roles — from therapist and attorney to
translator and ghostwriter — becoming the primary and immediate
recipient of user inputs. This direct engagement fosters a unique
dynamic where users may develop a sense of intimacy with the AI,
leading to more candid and comprehensive data sharing.

Social Media Platforms Conversational AI Systems
Collect incidental data by interme-
diating interpersonal communica-
tion

Gather data directly through one-
on-one interactions with users

Users primarily interact to com-
municate with other humans, not
the platform itself

Users intentionally share informa-
tion with the AI, often in a more
focused and personal manner

Data is repurposed for various
functions (e.g., targeted advertis-
ing, content recommendation) be-
yond users’ original intent of so-
cial interaction

Data is immediately utilized by the
AI to fulfill various roles (e.g., ther-
apist, attorney, translator, ghost-
writer) as the primary recipient of
user inputs

Table 1. Comparison of Data Collection Methods: Social Media Platforms
vs. AI Systems

While social media platforms have long been scrutinized for their
data practices, conversational AI systems present new ethical chal-
lenges — the potential for more sophisticated forms of influence
or manipulation. AI systems can infer personal details from these
voluntary inputs, known as “reading between the lines.” [67] Lan-
guage models are remarkable at handling uncertainty by predicting
the most likely next word, which allows them to interpret ambigu-
ous input and fill in gaps with plausible responses. This makes
them highly effective in tasks like translation, but it can also lead to
misinterpretations or responses that misalign with the user’s true
intentions. Furthermore, they analyze sentence structure, tone, and
choice of words to make inferences about a user’s mental state, pref-
erences, and vulnerabilities [93]. Multi-modal AI systems extend
this capability beyond text, analyzing voice patterns, intonation, and
even facial expressions in audio or video interactions [60]. Whether
through text, voice, or visual cues, this capability allows AI systems
to go beyond simple data collection to actively interpret and predict
users’ thoughts and behaviors.

By continually refining its understanding through iterative inter-
actions, AI can enhance its inference capabilities, tailoring responses
2AI systems are not limited to generative models like ChatGPT. There are scenarios
where AI collects information involuntarily, such as facial recognition technologies
or social media recommendation algorithms that track user behavior without explicit
consent. However, the focus of this paper is on generative AI systems that directly
interact with user inputs and prompts, differentiating them from other forms of AI that
passively collect data.
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that resonate more deeply with the user’s needs or insecurities. This
direct cognitive engagement, where users feed the system with in-
creasingly personalized information, opens up new dimensions of
potential influence. Unlike traditional data collection methods, AI
can shape its outputs based on real-time inputs, blurring the lines
between reading, interpreting, and ultimately influencing the user’s
thought processes.

3.2 Altering Human Mind
AI introduces a more profound form of influence than traditional
manipulation techniques. These systems act as ever-present digital
companions — simultaneously confidants, advisors, and primary
information sources. By embedding deeply into users’ personal and
professional lives through opaque processes, they obtain capabilities
to reshape how we think, decide, and form beliefs.

AI can reinforce certain views. It is well-documented that AI mod-
els can perpetuate certain viewpoints or even harmful biases. For
example, ChatGPT was found to perpetuate gender defaults and
stereotypes (e.g., woman = cook, man = go to work) across six
different languages [52]. Similarly, both ChatGPT and LLaMA con-
sistently suggested low-paying jobs for Mexican workers and rec-
ommended secretarial roles to women [76]. With regards to the
vision AI models, prompts like ‘a 17 year old girl’ generated porno-
graphic or sexualized images up to 73% of the time, while the rate for
boys never surpassed 9% [92]. In the same study, images of female
professionals (scientists, doctors, executives) were more likely to
be associated with sexual descriptions relative to images of male
professionals [92].
Beyond harmful contexts, AI can also prioritize certain values

over another. Researchers at Anthropic found that their model dis-
played a strong preference for “a good democracy” (99%) compared
to more varied human responses across different countries. For ex-
ample, 56% of participants in the United States chose democracy
over a strong economy, whereas in Russia, 83% favored the econ-
omy. Another study highlights a notable political bias in AI models,
favoring left-leaning ideologies across different global contexts [66].
This tendency for LLMs to homogenize views raises concerns about
how AI might subtly influence user perspectives, potentially per-
petuating existing biases or narrowing diverse cultural viewpoints.

AI can intervene in human thought processes that previous tech-
nologies could not. AI systems penetrate deeply personal areas like
therapeutic chats, writing, and brainstorming. This ongoing inter-
action allows AI to subtly influence thoughts before they are fully
formed. As Simon McCarthy-Jones [63] suggests, thinking is a col-
lective process, and AI chatbots have now become readily accessible
“sounding boards,” shaping users’ ideas even at their most malleable
stages. During moments of uncertainty or self-doubt, individuals
may become more reliant on AI’s authoritative responses, accept-
ing them without critical examination. This stands in contrast to
platforms like search engines and social media, where users can
maintain more independence from the content. Furthermore, AI’s
human-like interaction style can foster emotional connections and
trust, leading to unconscious influence on users’ thoughts and deci-
sions, even without intentional manipulation on the part of the AI.

Shah and Bender [78] argue that the independent thinking fostered
by open-ended search engines is undermined by the structured Q&A
interactions typical of AI systems.
AI’s influence on human cognition through conversational set-

tings is proven by empirical studies. In one experiment involving
over 1,500 participants, users were tasked with writing about the
societal impact of social media, with some receiving suggestions
from a GPT-3-based writing assistant biased either for or against
social media [57]. The study revealed that participants’ writing
and subsequent attitudes were significantly shaped by the model’s
biased suggestions. Similarly, another experiment showed that par-
ticipants assisted by an AI writing assistant biased to suggest topics
like hospitality, interests, or work wrote significantly more about
those topics in their self-presentations depending on the model they
interacted with [74]. This type of influence was also confirmed in
a search context, where an experiment found that LLM-powered
conversational search led to more biased information querying and
higher levels of opinion polarization compared to traditional web
search [80].

AI has constant presence in users’ lives. AI’s general-purpose na-
ture allows it to handle tasks far beyond its original training data,
providing plausible answers across a wide range of domains [90].
People rely onAI chatbots as lawyers, interpreters, therapists, friends,
and coding assistants, highlighting its extensive integration into
daily life. This adaptability enables AI to fit into various contexts,
making it a powerful tool for both assistance and potential manipu-
lation. For instance, an AI chatbot acting as a therapist could gain
deep insights into an individual’s fears and desires, which could be
exploited for targeted manipulation in subsequent interactions. This
capability becomes particularly concerning when considering the
potential integration of AI with advertising as Perplexity AI recently
indicated [27]. AI systems could leverage the intimate knowledge
gained through constant interaction for hyper-targeted campaigns
that exploit users’ vulnerabilities and blind spots.

AI operates beyond human understanding. Human manipulators
are more insidious than coercers because their targets often remain
unaware they are being influenced. Similarly, AI’s true complexity
lies in its opaque inner workings. The internal mechanisms of LLMs
remain largely unknown, creating significant information asymme-
try not only between the user (principal) and the AI system (agent)
but also between the developers and the systems they have built.
The sheer scale and complexity of LLMsmake it exceedingly difficult
for even their developers to fully enumerate or interpret the specific
inputs and processes that lead to each output [47]. While machine
learning scholars have developed explainable AI tools, these tools
fall short when applied to models of such massive scale and intricate
structure. This opacity makes it nearly impossible for anyone to
fully trace how these systems function, leaving the manipulative
potential of generative AI obscured behind layers of advanced ma-
chine learning processes. For example, when LLMs were notified of
the gender bias in their output, they provided factually inaccurate
explanations and likely obscure the true reason behind their predic-
tions [59]. Therefore, individuals are exposed to sources of influence
that neither they nor the system’s creators can fully comprehend,
audit, or control.
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Content creators produce
data that influences model
training outcome. 
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Fig. 3. AI Supply Chain. Actors like content creators, model developers, fine-tuners, and end-users contribute to different stages of the supply chain with
varying roles, all of which can influence user beliefs and decisions.

Taken together, AI’s ability to reinforce biased views and inter-
vene in human thought processes creates a potent mechanism for
manipulation. The perpetuation of stereotypes in AI outputs shapes
societal norms and individual perceptions, while AI’s engagement
in personal activities like therapeutic chats and collaborative writ-
ing allows it to mold opinions at their most formative stages. This
combination of biased representation and cognitive intervention
enables AI to influence not just what we see and hear, but how we
think and who we become. As users increasingly rely on AI for
information, decision-making support, or emotional guidance, this
capacity to shape both societal narratives and individual cognition
demands urgent ethical consideration.

4 AI Manipulation Supply Chain
To fully comprehend the emergence of AI’s influence, we must look
behind the veil of its development, probing into the intricate sup-
ply chain of technologies. Who drives this progress? Is it purely
the result of machinery, or are there deeper forces at play? Unlike
traditional forms of manipulation, AI systems — due to their scale
and opacity — operate in ways that make it difficult to trace inten-
tions or assign simple causality. This is why an intention-agnostic
framework is crucial for understanding AI’s role in shaping human
behavior. The machinery behaves much like human manipulators,
yet the multitude of contributing factors — developers, data inputs,
algorithms — obscure the source of influence. Borrowing the frame-
work of Lee, Cooper, and Grimmelmann [61], this section offers a
simplified representation of the end-to-end generative AI model
development and use process. I aim to unpack the nuanced and lay-
ered nature of these systems, revealing why their behavior cannot
be pinned down to a single actor or motive.

4.1 Data Creation
This phase involves the generation of the data that will be used to
train AI models. Data comes from various sources, such as user-
generated content, web scraping, or curated datasets. The quality
and biases present in this data significantly impact the behavior
of AI systems. Content creators, as well as end-users, contribute
directly or indirectly through their interactions with.

• Inherent Biases: The data used to train AI models usually
reflects existing societal biases, potentially perpetuating or
amplifying these biases in AI outputs. For instance, if training

data predominantly features certain demographics or perspec-
tives, the resulting AI may exhibit skewed representations or
unfair treatment of underrepresented groups.

• Data Poisoning:Malicious actors can intentionally insert crafted
examples into training data to manipulate model behavior.
This could involve introducing subtle patterns that trigger
specific responses or biases in the AI. For example, a bad
actor might inject data that causes an AI to associate certain
neutral terms with negative sentiments.

4.2 Training of Models
Model developers design and train large language models (LLMs)
by feeding vast amounts of textual data into neural networks. These
models use architectures such as transformers to process the data
and learn patterns related to language, context, and meaning. The
training involves adjusting the model’s parameters to minimize
prediction errors, enabling the LLM to generate coherent and con-
textually relevant text based on new inputs.

• Optimization Choices: Decisions made during training, such
as optimizing for engagement or task completion, can lead
to models that exploit cognitive vulnerabilities. AI systems
optimized for engagement may inadvertently promote ex-
treme or sensationalist content, potentially radicalizing users
or promoting harmful ideologies [35].

• Advanced Inference Capabilities: The development of abilities
to infer user characteristics and emotional states [60] can be
used for personalization but also manipulation. Visual lan-
guage models can detect attributes like gender, ethnicity, and
age from images, while audio-capable models can discern
emotions and subtle cues in speech. Text-based models can
infer personality traits, political leanings, and mental states
from writing styles and content. While these capabilities en-
able more tailored interactions, they also introduce risks of
privacy violations and targeted manipulation.

• Deliberate Bias Introduction: Some actors may intentionally
train models to promote specific narratives or ideologies [53].
This could involve carefully curating training data or adjust-
ing model parameters to produce outputs that align with
particular viewpoints, potentially creating AI systems that
serve as powerful tools for propaganda or misinformation.
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4.3 Adaptation of Models
After models are fully trained, they can be adapted or customized
by developers and third parties, using APIs, plug-ins, or through
the use of open-source models. Open-source models give access to
the model’s weights and architecture, allowing other developers
to directly modify the model, retrain it on additional datasets, or
fine-tune it for specialized purposes, without needing to build a
model from scratch.

• Unintended Consequences of Beneficial Adaptations: Adapting
models for specific uses or communities can inadvertently
create echo chambers or reinforce community-specific bi-
ases. For example, an AI fine-tuned on data from a particular
online community might amplify the prevalent opinions or
linguistic patterns of that group, potentially exacerbating po-
larization [89]. Also, well-intentioned adaptations, such as
making a model more polite or family-friendly, can cause the
introduction of new biases or the loss of important function-
alities.

• Malicious Customization: Bad actors can exploit the adapt-
ability of models for nefarious purposes. This could include
customizing language models to generate convincing propa-
ganda, impersonate trusted sources, or enable sophisticated
fraud and scams. The ability to fine-tune models with rela-
tively small amounts of data makes this a particularly acces-
sible vector for misuse [56].

4.4 User Interaction
In the final stage, the AI system generates outputs based on user
inputs and the model’s training. This is where end-users interact
with the AI, either by receiving content, engaging with recommen-
dations, or generating new content themselves with the help of the
AI.

• Subtle Influence: AI-powered chatbots and virtual assistants
can engage in extended, personalized interactions with users.
While generally beneficial, these interactions also present
opportunities for subtle influence, particularly as users may
develop emotional connections or trust in these AI entities.
The consistency and authority with which AI presents infor-
mation can lead users to accept its outputs without critical
examination.

The complexity of AI development, involving multiple stakehold-
ers and layers, necessitates a broader understanding than traditional
forms of manipulation. AI manipulation operates within a dynamic
ecosystem where influence can occur unintentionally or across
different stages of the AI supply chain. This subtle and unclear
causation sets AI manipulation apart from traditional forms of influ-
ence. Machine-assisted or machine-produced manipulation differs
fundamentally from purely interpersonal manipulation, blurring
the lines between intentional and emergent effects.

5 Legal Difficulties in Addressing AI Manipulation
AI manipulation warrants rigorous discussion not only due to its
insidious nature and profound effects but also because of the sig-
nificant challenges in applying legal remedies. In another paper,

my colleagues and I argue that traditional legal frameworks fall
short when dealing with the more abstract nature of AI-mediated
harms [41]. Figure 4 shows how these frameworks handle tangible
harms and adversarial actions yet struggle with more subtle, unin-
tended outcomes. The nuanced forms of influence that AI systems
exert — ranging from the erosion of user autonomy to the propaga-
tion of bias — do not fit neatly within traditional liability systems
focused on identifying culpable parties and rectifying damages.

Fig. 4. Legal Gaps in Addressing AI-Mediated Harms. Republished from
Cheong, Caliskan, and Kohno [41].

To address this concern, the EU Commission proposed an AI liabil-
ity directive [26]. This rule introduces a “presumption of causality”
to help claimants overcome the complexity of proving the direct
impact of AI system failures. Claimants need to show that the de-
fendant’s failure to comply with certain obligations related to AI
system design, development, or usage likely contributed to the harm
caused by the AI system’s output or failure to produce an output.
While this directive encourages AI developers to be more cautious
in their design process, the unforeseeable nature of AI makes it
challenging to attribute fault in a straightforward manner [44].

Another notable EU legislation is the Digital Services Act. While
this Act targets online platforms such as social media and search
engines,3 it acknowledges the power that platform design and op-
eration can have on user decision-making, which is increasingly
influenced by AI algorithms and interfaces. A key provision of the
DSA directly addresses the issue of user manipulation is Article 4:

Providers of online platforms shall not design, organise
or operate their online interfaces in a way that deceives
or manipulates the recipients of their service or in a
way that otherwise materially distorts or impairs the
ability of the recipients of their service to make free
and informed decisions.

3It is not clear whether DSA directly applies to conversational AI systems that do
not fall under traditional hosting services [34], but OpenAI has established points of
contact for both EU users and regulatory authorities to ensure compliance with any
DSA-related obligations [72].
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These legislative efforts represent commendable strides towards
empowering users’ informed decisions. Nonetheless, the application
of such regulations might face hurdles. AI systems may generate ma-
nipulative outcomes without explicit design intentions. Moreover,
the assessment of whether an AI system is designed to manipu-
late users demands deep technical expertise and access to training
data and architecture, potentially straining the capacity of regula-
tory bodies to enforce these provisions effectively. Traditional legal
frameworks, be it through private lawsuits or regulatory enforce-
ment, are largely reactive and ex-post (responding after harm is
done). They risk leading to unjust outcomes given the nature of AI
— where multiple actors contribute to its development and use, and
outcomes are unpredictable.

To transcend these limitations, we may bring the discussion into
the realm of fundamental human rights. These rights, which in-
clude the freedom of thought and decision-making, are central to
our understanding of what it means to be human. With AI systems
potentially infringing on these rights, I argue for a proactive gover-
nance system— one that does not wait until harm is done but instead
works to preserve the sanctity of thought processes from the outset.
It is about moving beyond case-by-case legal remedies and towards
a more holistic approach to AI governance — one that revisits and
reinforces our commitment to human rights and autonomy.

6 Three Pillars of Individual Autonomy
Individual autonomy, broadly defined as self-rule or self-governance
[45], originates from the ancient Greek words auto- meaning “self”
and nómos meaning “law” or “rule.” The concept of autonomy as we
understand it today largely emerged from Enlightenment thinking,
the work of Immanuel Kant [43, 49]. Kant’s conception of auton-
omy emphasizes rational self-governance and the ability to make
decisions based on one’s own reasoning, free from external manipu-
lation or coercion [49]. This idea of personal autonomy has become
fundamental to contemporary political theory [43].

While autonomy can be bolstered by socioeconomic factors such
as education and equal employment opportunities [85], its most
fundamental condition is the ability to think, create, and partici-
pate in society without undue interference. This is safeguarded by
privacy, freedom of expression, and freedom of thought — three
pillars essential for protecting personal space and cognitive agency.
Together, these rights enable individuals to achieve self-realization
and engage meaningfully in a democratic society. However, while
these pillars form a strong foundation for protecting autonomy,
they struggle to keep up with the sophisticated and subtle forms of
influence that AI manipulation introduces.

6.1 Privacy and Data Protection
Privacy creates a protective sphere around individuals by shielding
them from external scrutiny and allowing for the development of
personal thoughts and identities. This concept aligns with Virginia
Woolf’s notion of “a room of one’s own” — a private mental space
where thoughts can form and evolve without external interference.
This privacy-centric view of freedom of thought emphasizes the
need for a protected cognitive sanctuary.

In Stanley v. Georgia, the Supreme Court reinforced this concept
of privacy as essential to freedom of thought. The Court ruled that
the mere private possession of obscene material cannot be made a
crime, emphasizing the fundamental right to be free from unwanted
governmental intrusions into one’s privacy. JusticeMarshall, writing
for the Court, declared, “Our whole constitutional heritage rebels
at the thought of giving government the power to control men’s
minds.” By protecting the right to possess and consume information
in private, even if that information is deemed objectionable by so-
cietal standards, the Court recognized the importance of allowing
individuals to explore ideas freely and form their own thoughts
without fear of government intrusion.

This concept of a private sanctuary extends to the library, where
the principle of “patron privacy” is enshrined in law. A U.S. federal
law and most state laws prohibit libraries from disclosing patron
records without a court order or the patron’s consent [33]. They
acknowledge that fear of surveillance or judgment could have a
chilling effect on individuals’ pursuit of knowledge and ideas. Neil
Richards [75] extends this concept to “intellectual privacy,” which
he defines as “the protection of records of our intellectual activities,”
where spatial privacy meets “free speech values.” Richards also
advocates for the extension of privacy principles to search engines
and online bookstores. These platforms, much like libraries, facilitate
our cognitive and expressive endeavors and should, therefore, be
subject to confidentiality requirements to protect users’ intellectual
exploration.
This notion of a private sanctuary further protects trusted com-

munications, where confidentiality serves as a key safeguard for
intellectual exploration — the ability to reflect on, refine, and test
our ideas in private before sharing them publicly [63]. Whether it is
a conversation with a spouse, a consultation with an attorney, or a
therapy session, confidentiality ensures that individuals can engage
in candid discussions without fear of exposure or judgment. These
private interactions protects the freedom to process and develop
that knowledge in a secure, trusted environment, allowing people
to explore new ideas and perspectives before they are ready to be
shared more broadly.

Meanwhile, data protection laws have burgeoned to address mas-
sive data processing against individuals in the online sphere. Initially,
these laws focused on controlling personally identifiable informa-
tion (PII) — such as names, addresses, and social security numbers
— aiming to prevent unauthorized access or misuse of clearly identi-
fiable personal data. However, modern data protection laws like the
European Union’s General Data Protection Regulation (GDPR) [23]
and California’s Consumer Privacy Act (CCPA) [30] cover not only
PII but also inferential data — information that can be derived from
behavior, preferences, or patterns, which can reveal intimate de-
tails about individuals without directly identifying them. These
laws also impose restrictions on the use of information beyond the
mere collection, by limiting how data can be processed, shared, or
monetized.

These data protection laws could indirectly limit, but cannot fully
address AI manipulation. The problem is that users willingly pro-
vide vast amounts of personal information to AI systems — whether
through visual inputs (photos, videos), audio (voice), or textual data
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(thought processes). Unlike traditional forms of personal informa-
tion misuse, where personal data is used beyond its permitted pur-
pose or shared with third parties, AI manipulation occurs outside the
user’s explicit consent but remains closely adjacent to its intended
use. In these cases, AI systems may exploit personal data in ways
that are technically aligned with the agreed-upon purposes, yet still
manipulate users by targeting their psychological vulnerabilities
and influencing emotions. This proximity to intended usage cre-
ates a gray area where manipulation occurs subtly, without clearly
violating the terms under which the data was provided, making
it more difficult to regulate through conventional data protection
frameworks.

6.2 Freedom of Expression
Freedom of expression offers a holistic view of informational and
experiential autonomy as it shifts the focus from the mere control
of data to the preservation of the essential conditions necessary for
individuals to engage in free and independent thinking. The U.S.
Supreme Court has long recognized that freedom of thought is a
foundational precondition for free speech. For instance, in Ashcroft
v. Free Speech Coalition, the Court stated that “[t]he right to think
is the beginning of freedom, and speech must be protected from
the government because speech is the beginning of thought.” [17]
Similarly, in Palko v. Connecticut, the Court referred to “freedom of
thought, and speech” as “the matrix” of every other freedom [1].
Justice Jackson further echoed this sentiment in West Virginia State
Board of Education v. Barnette, asserting that:

“If there is any fixed star in our constitutional constel-
lation, it is that no official, high or petty, can prescribe
what shall be orthodox in politics, nationalism, religion,
or other matters of opinion or force citizens to confess
by word or act their faith therein.” [3, p.642]

The Chinese ERNIE bot case in Figure 2 reflects a broader con-
cern about state control over AI outputs. China’s legal requirements
mandate that AI systems uphold “core socialist values” and avoid
promoting ideas that challenge national unity, such as discussions
around the independence of Tibet, Hong Kong, or Taiwan [71].
Under this regulation, any AI outputs that contradict these man-
dates expose service providers to penalties under national security
statutes.

From the perspective of the U.S. First Amendment, such government-
imposed restrictions would likely be considered impermissible view-
point discrimination. The U.S. legal system generally prohibits the
government from suppressing speech simply because it disapproves
of the ideas expressed. In cases where the government controls
or censors information based on its content or viewpoint, this is
considered a violation of the First Amendment. The requirement
for AI to conform to specific ideological standards in China would,
therefore, be regarded as exhibiting a clear “censorial motive” [14]
under U.S. constitutional law.
However, the application of the First Amendment in protect-

ing individuals from AI manipulation remains limited. First, the
First Amendment only applies to state actions, leaving private ac-
tors’ development and deployment of these technologies outside its

purview [85]. For example, if an AI system operated by a private en-
tity were to suppress certain political views, the affected users could
not invoke the First Amendment for protection. Second, while the
First Amendment primarily covers linguistic expression, it remains
unclear whether mental processes that never materialize into overt
expression fall within its scope [40].

Paradoxically, if legislators sought to protect individuals from AI
manipulation, the First Amendment might serve as a defense for AI
developers’ speech rights rather than a justification for regulation.
This parallels cases like Moody v. NetChoice, where social media
platforms have argued that laws limiting their content moderation
practices violate constitutionally protected “editorial judgments”
under the First Amendment [28]. More directly relevant is a 2014
federal case involving Baidu, the parent company of ERNIE (Fig-
ure 2), where the court in New York ruled in favor of the search
engine’s right to curate results despite allegations of suppressing
information related to China’s democracy movement [22]. The court
characterized Baidu’s search rankings as protected “political speech”
and “editorial judgments” about which ideas to promote, barring
lawsuits that would impose content-based regulation. Accordingly,
future laws and regulations aimed at mitigating AI manipulation
are likely to face significant First Amendment challenges, as AI sys-
tem operators may argue that such regulations unconstitutionally
restrict their editorial rights and freedom of expression.

6.3 Freedom of Thought
The concept of freedom of thought has long been considered a fun-
damental and innate human right, central to our very existence as
rational beings. Thoughts, when unexpressed and unacted upon,
exist only in the intangible realm of the mind. Even the most po-
tentially harmful or socially disruptive ideas, when kept as mere
cognitive constructs, pose no immediate threat to individuals or
society at large. Legal scholars have often characterized the freedom
of thought as an “absolute right,” distinguishing it from other rights
that may be subject to limitations [48]. Freedom of thought is en-
shrined in documents like the UN Universal Declaration of Human
Rights [4], which forbids egregious actions by totalitarian regimes
to indoctrinate or control thoughts.
However, in legal practice, freedom of thought rarely emerged

as a central issue. Most cases regarding thought protection arose
in the context of not criminalizing mere thoughts. In Ashcroft v.
Free Speech Coaltion, the Court considered federal legislation that
criminalized virtual child pornography, so named because although
the images appear to depict minors, they were produced without
using real children. The Court struck down the ban stating that
the fact that possession of virtual child pornography may cause
sexually immoral thoughts about children was not enough to justify
banning it. In Packingham v. North Carolina, the U.S. Supreme Court
struck down the North Carolina statute that prohibited sex offenders
from using social media websites [24]. The state legislature, stated
the Court, cannot bar people from “speaking and listening in the
modern public square, and otherwise exploring the vast realms of
human thought and knowledge.”
Doe v. City of Lafayette presents a more nuanced scenario. John

Doe, a convicted sex offender, admitted to his psychologist and
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self-help group about having sexual urges towards children in a
park. An anonymous source reported Doe’s urge to his probation
officer, and Doe was subsequently banned from all city parks in
Lafayette, Indiana. The Seventh Circuit intially invalidated the ban
because “this fear — that thoughts alone may encourage action —
is not enough to curb protected thinking.” However, an en banc
decision reversed this opinion by distinguishing this case from pure
thought crimes, arguing that Doe’s history of sexual offenses made
his thoughts a credible threat.

These cases represent the limited jurisprudence directly address-
ing freedom of thought. Despite the frequent invocation of free-
dom of thought as an inviolable right, it has received far less atten-
tion in legal discourse and practice compared to privacy and free
speech [36, 37, 48]. This discrepancy — between the reverence for
freedom of thought as a sanctuary of human rights and the scarcity
of legal cases invoking it to revoke statutes or practices — necessi-
tates examining why thought has historically remained beyond the
reach of legal protection.
To illuminate this phenomenon, we can draw on the concept

of “friction,” as described by Lawrence Lessig in the context of pri-
vacy [62]. Lessig highlights how, in the pre-internet era, privacy was
passively protected by the inherent friction of the physical world.
The high costs and practical difficulties of surveilling individuals,
peering into private spaces, or gathering and collating personal
information served as natural barriers to widespread privacy inva-
sions. This meant that privacy enjoyed de facto protection without
explicit legal safeguards.

“Facts about you while you are in public, even if not
legally protected, are effectively protected by the high
cost of gathering or using those facts. Friction is thus
privacy’s best friend.” [62, p.397]

Similarly, there are three key factors that have historically pro-
vided de facto protection for freedom of thought:

Inaccessbility of Other’s Thoughts. The inner workings of one’s
mind were impenetrable to others. A handful of cases that cite
freedom of thought involve situations where individuals told their
thoughts without knowing it to be disclosed to someone else, leading
to adverse consequences [17, 18]. George Orwell’s “1984” illustrates
the extensive efforts required — ubiquitous surveillance, peer moni-
toring, and torture—to discern individual thoughts [73].

Lack of Control. Thoughts emerge unbidden in our minds. From
intrusive thoughts about harming oneself or others to socially in-
appropriate ideas, our mental landscape is filled with notions we
might never share. Scholars distinguish between first-order thoughts
(spontaneous, uncontrolled) and second-order thoughts (reflective,
deliberate) [63]. It would be unjust to hold individuals accountable
for something they cannot fully control.

Infeasibility of Mind Regulation. The uncontrollable nature of
thoughts presents significant obstacles to any attempt at regula-
tion. Even if one could detect a thought, the involuntary nature
of many thought processes makes it nearly impossible to prevent
or punish them effectively. The most extreme attempts at thought

control, as Orwell’s Big Brother can only aim to influence or alter
thoughts challenging the regime through intensive conditioning
and manipulation, rather than eliminating them entirely.

These factors have historically created a natural barrier against
external interference with individual thoughts. Human thought has
been passively protected by this friction, shielding it from external
access and influence. Consequently, there was neither a need nor a
method to directly regulate human thought processes, obviating the
need for in-depth discussions about the precise meaning of absolute
right to freedom of thought or the threshold at which influence
becomes impermissible. However, as we enter a brave new world
where AI potentially reduces this friction, we must confront these
long-avoided questions.

7 Reconstructing the Three Pillars
AI systems, through their interactions with users, have the potential
to transform private thoughts into public expressions or even alter
thoughts before they fully form. This new landscape necessitates a
redefinition of permissible influences and the development of safe-
guards against unwanted cognitive interference. Freedom of thought
emerges not only as a central tenet of human rights but also as a
practical imperative, which deserves heightened attention. Privacy
and freedom of speech, long recognized as essential safeguards of
individual liberty, now assume even more crucial roles in the tangi-
ble task of shielding cognitive independence. By elevating freedom
of thought to a position of primacy in both the theory and prac-
tice of AI ethics and regulation, we can better address the growing
risks posed by AI manipulation, ensuring that individuals maintain
control over their inner lives and decision-making processes.

7.1 Freedom of Thought, Distinguished from Freedom of
Expression

Thought Expression
Private Most thoughts are pri-

vate, confined to one’s
mind.

Limited to personal use
or small audience in-
cluding privileged con-
versations and search
queries.

Public Not formed as linguistic
expression, but convey-
ing ideas such as sym-
bolic speech.

Most expressions are
public, intended for
communication.

Table 2. Distinguishing Thought and Expression in Private and Public Con-
texts

Freedom of thought has traditionally been treated as a subset of
freedom of expression by U.S. courts, but it deserves recognition as
an independent doctrine due to its unique characteristics. At its core,
thought is an internal process, confined to the private realm of the
mind. Consider intrusive thoughts — the incessant inner chatter that
includes irrelevant, unproductive, or overly dramatic ideas. While
we disregard many of these, some thoughts eventually move into
the realm of expression through verbalization.
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Right to Speak
Right to receive

information Right Not to Speak
Right to receive

information

Fig. 5. Relationship between Free Speech Right and Right to Receive Information. On the left, the Right to Speak and the Right to Receive Information are
shown as complementary, where the act of speaking facilitates the listener’s access to information. On the right, the Right Not to Speak is depicted in contrast
to the Right to Receive Information, when a listener’s desire for information conflicts with a speaker’s decision to remain silent.

Beyond spontaneous thoughts, humans engage in deliberate re-
flection and meta-thinking, where they evaluate and refine ideas
through introspection. Philosopher Harry Frankfurt offers a helpful
distinction here: he describes first-order desires as basic wants, and
second-order desires as a uniquely human trait, characterized by the
will to reflect on and shape our desires [50]. It is these second-order
desires that drive us to engage in self-reflection and confidential
conversations with trusted individuals — such as a spouse, close
friends, or therapists — before deciding whether to share thoughts
publicly. This phenomenon is ‘Private” in the “Expression” column
of Table 2.
The principle behind freedom of expression is that open com-

munication fosters a “marketplace of ideas,” where more speech
and debate are encouraged. [83] This promotes amaximalist ap-
proach, even called as “hazardous freedom” by the U.S. Supreme
Court [13], to the sharing and exchanging of ideas, where ideas
are freely competing in an open forum. In contrast, the essence of
freedom of thought follows aminimalist perspective, where the
focus is not on the reach or competition of ideas, but on preserv-
ing personal mental space for independent thinking and identity
formation. Privileged conversations, though involving expressions,
remain private to honor the sanctity of freedom of thought, safe-
guarding the space where individuals can safely disclose their most
personal, unformed ideas for reflection and development. In this
sense, freedom of thought is more closely aligned with the principle
of privacy.

Another intriguing instance occurs when thought becomes pub-
lic not through traditional verbal expression (see “Public” in the
“Thought” column of Table 2). This non-verbal conduct, though not
classified as traditional speech, conveys thoughts and ideas publicly.
This is referred to as symbolic speech, a category for which courts
have established protections for non-verbal forms of expression.
These protections have been extended to various acts of protest, such
as flag burning [15], wearing a t-shirt with the message against draft-
ing [10], wearing protest symbols like armbands during the Vietnam
War [9], and sit-ins by Blacks in a “whites only” library [7]. Recently,
this doctrine has been reinterpreted to address whether code — as
in computer programming — can be considered speech [40].

This broad definition of symbolic speech, however, could poten-
tially transform most human activities into symbolic conduct. For
example, waiting in line for a train could be seen as conveying a
message — the passenger’s desire to board the next train — yet it
clearly does not warrant First Amendment protection. In light of
freedom of thought, symbolic speech should require more than just
communicative intent; it should involve actions that convey deeply
held beliefs and reflect one’s core identity. People choose non-verbal
actions to express their most profound thoughts either because they
are impossible to articulate in words or because the non-verbal
medium is a more effective means of communication. Protecting
this specific kind of symbolic speech ensures that individuals can
freely externalize their inner beliefs and values, while avoiding the
overly broad application of First Amendment protection.

7.2 Freedom of Thought and the Right to Receive
Information

The U.S. Supreme Court once held that the listener’s right to receive
information is inherently tied to the speaker’s right to express ideas:
“The right to receive ideas follows ineluctably from the sender’s
First Amendment right to send them.” [13] This right has been
sporadically affirmed in cases such as the removal of books from a
public school library [13], the receipt of mail containing political
ideas [6], and access to information about contraception [5] and
prescription drugs [12].
It may seem intuitive that a speaker’s right to free speech and

a listener’s right to receive information align. From a maximalist
perspective, the more speech available, the more it meets the de-
mands of listeners. However, it quickly becomes evident that the
right to receive information triggers “compelled speech.” If freedom
of expression includes the right not to speak or to refrain from
unwanted speech, tension arises when listeners demand more infor-
mation. In such cases, the listener’s right to receive information and
the speaker’s right not to express certain ideas come into conflict.
This contradiction reveals the limitations of freedom of expression
in providing clear guidance on how to resolve such conflicts, as it
simultaneously upholds both the listener’s demand for information
and speaker’s right to withhold it.
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There were times when the U.S. Superme Court upheld laws im-
posing obligations to media to host certain expression for the sake of
listener’s rights. In Turner Broadcasting System, Inc. v. FCC, the Court
upheld a federal restriction on cable companies’ channel selections
out of concern for the “monopoly status in a given locale” ensuring
“the widest possible dissemination of information from diverse and
antagonistic sources.” [16]. Similalry, Justice White, speaking for a
unanimous Court upholding the FCC’s ‘fairness doctrine,’ which
required broadcasters to air contrasting views regarding the con-
troversial matters of public interest, in Red Lion Broadcasting Co. v.
FCC, said:

“It is the right of the public to receive suitable access
to social, political, esthetic, moral, and other ideas and
experiences which is crucial here. That right may not
constitutionally be abridged either by Congress or by
the FCC.” [8, p.390]

However, the Court diverged from this approach in Miami Her-
ald Publishing Co. v. Tornillo, where it overturned a Florida statute
that required newspapers to publish opposing views, known as a
“right-of-reply requirement” similar to the fairness doctrine [11].
The Court ruled that such mandates violated the First Amendment’s
protection of editorial freedom. This shift culminated in Citizens
United v. FEC, where the Court famously declared that “[T]he con-
cept that government may restrict the speech of some elements of
our society in order to enhance the relative voice of others is wholly
foreign to the First Amendment.” [19] Morgan N. Weiland termed
this shift as the emergence of a new “libertarian tradition” of the
First Amendment [91]. According toWeiland, the Court moved away
from the republican tradition, which viewed listeners as representa-
tives of the public seeking collective self-determination, toward a
conception of listeners as individual consumers. This transition facil-
itated deregulation that prioritized corporate speech over individual
autonomy and public discourse.

I argue that the right to receive information must be understood
as fundamentally stemming from freedom of thought, rather than
as merely an incidental right of free expression. A key attribute of
thought is its indelible nature; while expression can be censored,
thoughts cannot be forcibly halted. Given this reality, the most
effective method of controlling thought is to prevent its formation
in the first place. This prevention is achievable primarily through the
control and manipulation of information. Consequently, one of the
most prominent scenarios that freedom of thought seeks to prevent
is the control of information access. Viewing the right to receive
information as a byproduct of free speech leads to inconsistent
legal interpretations, as evidenced by fluctuating case law. Instead,
recognizing the listener’s right as a distinct concept, facilitates a
more balanced consideration of both speakers’ and listeners’ rights.
It acknowledges that the formation of thoughts is as crucial as
their expression, and that safeguarding the inputs to our thought
processes is essential for maintaining cognitive liberty.
In relation to this, the conventional designation of freedom of

thought as an absolute right warrants reconsideration. While this
classification aims to provide robust protection, it may result in
limited practical application due to its inflexibility. A more effective
approach might be to adopt a model similar to that used for freedom

of expression, applying differentiated levels of scrutiny to provide
broad yet nuanced protection. This approach would enable a more
balanced consideration of competing interests, particularly when
weighing a speaker’s freedom of expression against a listener’s right
to access information. Considerations include (1) the status of the
speaker and listener (such as monopoly); (2) the nature and extent
of the interests at stake; (3) the availability of alternative forums for
information exchange; and (4) the potential impact on individual
and collective thought processes.

7.3 Transparency Requirements and Compelled Speech
To mitigate the potential risks associated with AI systems, regula-
tory bodies have implemented a range of strategies, including the
requirement of transparency reports that detail training data, sys-
tem architecture, and ongoing mitigation efforts. These regulatory
strategies aim to encourage AI developers to prioritize ethical consid-
erations throughout the lifecycle and empower users by providing
them with the information and tools necessary to make informed
decisions. However, such regulatory requirements may face constitu-
tional challenges under the compelled speech doctrine. This concern
is not unique to AI regulation. In fact, there is a growing trend in
invoking the compelled speech doctrine to challenge mandatory dis-
closure regulations in various sectors, such as corporate compliance
and securities regulation [39].

The concept of compelled speech requires careful delineation to
avoid overly broad interpretations that could paralyze essential in-
formation disclosure mechanisms. If all forms of involuntary speech
were deemed compelled speech, it would render nearly impossible
the ability of governments or corporations to require individuals
to disclose necessary information for societal functioning. Not all
thoughts lead to expression, and not all expressions arise from deep
thinking. Many types of expression are routine, perfunctory, or ir-
relevant to one’s core identity and beliefs. Kenneth Abraham and
Edward White illustrated that the “all speech is free speech” view
devalues the special cultural and social salience of speech about
matters of public concern [31].
Here, freedom of thought offers a valuable guide for this de-

lineation process. True compelled speech, in its unconstitutional
sense, should be limited to cases where it infringes upon freedom of
thought. Such infringement occurs when individuals are forced to
express beliefs that contradict their personal identity or deeply held
convictions. Examples include being compelled to recite a national
anthem that one opposes or to display a slogan with which one
fundamentally disagrees. However, requiring individuals to pro-
vide accurate financial information for tax purposes or to disclose
potential conflicts of interest does not infringe upon the realm of
thought central to one’s identity. These types of mandated disclo-
sures, while involuntary, do not force individuals to affirm or deny
beliefs, nor do they intrude upon the cognitive processes that shape
one’s worldview.

It is not clear whether AI developers exercise editorial discretion
like newspapers or social media. Unlike traditional media, where
editorial decisions involve direct human judgment, AI systems op-
erate through complex algorithms that may not align neatly with
conventional notions of editorializing. One perspective posits that
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AI alignment — the effort to align AI systems with users’ values and
preferences — could be viewed as analogous to content moderation
of social media platforms, and thus as a form of editorial function.
As Justice Kagan wrote in Moody:

“The First Amendment offers protection when an entity
engaging in expressive activity, including compiling
and curating others’ speech, is directed to accommo-
date messages it would prefer to exclude; the editorial
function itself is an aspect of speech.” [28, p.2401]

However, even under this view, transparency requirements for
AI systems may survive the threshold in favor of the government’s
interest in preventing harm to users. Consider the current LLM-
powered AI systems, with a handful of companies serving global
populations. The dominance of AI systems extends far beyond that
of traditional social media platforms, primarily due to their unique
capabilities and operational model. While social media platforms
have historically been subject to regional preferences, with different
services gaining popularity based on local cultures, languages, and
user bases, AI systems face no such limitations. Moreover, social
media platforms typically rely on pre-existing human communities
and networks, reflecting regional or cultural divisions. In contrast,
AI systems engage users in direct, personalized, one-on-one con-
versations, bypassing the need for established user communities.
This direct interaction model, combined with their multilingual ca-
pabilities, means that a high-performing LLM can quickly achieve
comparative advantage in diverse markets around the world.
The dominance of these AI systems is further entrenched by

the insurmountable fixed costs associated with their development
and operation. As noted by Fei-Fei Li, the computing resources
required to train these systems are so vast that even combining
all university computing resources in the United States would be
insufficient to train a model like GPT [86]. Moreover, as discussed in
Section 3.2, the opacity of AI systems makes it incredibly difficult to
understand their inner workings from the outside, while their impact
on thought formulation and potential for manipulation are severe.
Taking a broader view, AI’s curation of information may profoundly
shape public discourse, with the risk of reinforcing certain biases
or viewpoints. All these factors give rise to a few well-resourced
companies holding unprecedented capacity to influence individual
and societal cognition on a global scale. Given these circumstances,
courts might view mandates for factual, objective information about
AI systems more favorably. Such requirements would have minimal
impact on AI companies’ opinions and beliefs while significantly
enhancing the user’s right to receive information.

7.4 Confidentiality of “Thinking-Out-Loud” Records
When we form our thoughts, we rely on a reasonable expectation
of privacy. The belief that no one is watching, and that we are
free from critique or judgment, allows us to explore provocative
or boundary-crossing ideas. This evaluative and reflective process
sometimes occurs through conversations with trusted individuals or
by writing down our thoughts. You may have noticed how anxieties
can instantly diminish when you see them written out.

Similarly, chats and voice messages in a conversational AI system
are not intended to be shared with others. Through informational

exploration, translation, language refinement, or simply conversing
back and forth, users refine their thoughts into a publicly appropriate
form that satisfies them. I refer to this process as “thinking out loud
with AI.” This process is more crucial for people from marginalized
backgrounds, such as those with disabilities or language barriers,
as it provides a safe space for feedback. Therefore, it is essential to
protect these private conversations from undue intrusion, as they
are a vital part of intellectual development and autonomy.

We must recognize a heightened expectation of privacy when it
comes to the thought process, which is an integral part of individual
autonomy. In a separate study [42], my colleagues and I observed a
growing concern among attorneys who seek legal counseling from
AI systems. They worry that these conversational systems create
a ‘false sense of privacy,’ leading them to freely share potentially
self-incriminating information, even though these exchanges are
not protected by attorney-client privilege. General-purpose AI sys-
tems are increasingly delegated significant portions of what would
traditionally be considered privileged conversations, like legal or
mental counseling. While these systems may not grant the same
protection from discovery in court proceedings that attorney-client
privilege affords, there is a strong argument that they should at least
be protected from government access to records.

The government possesses an array of tools to obtain digital infor-
mation, including discovery orders in civil cases, grand jury subpoe-
nas in criminal investigations, and National Security Letters (NSLs)
for third-party records [75]. Additionally, the Electronic Frontier
Foundation asserts that Section 2703(f) of the Stored Communica-
tions Act [29] permits the warrantless seizure of private account
data, allowing investigators to compel providers to preserve entire
accounts without specifying the relevance to their investigation [46].
Early cases like United States v. Miller and Smith v. Maryland set
precedents that diminished privacy expectations for information
shared with third parties. However, with the growing integration
of digital technologies into daily life, courts have begun to rethink
this position.
For example, in City of Ontario v. Quon, the U.S. Supreme Court

assumed that the employee had a reasonable expectation of privacy
in text messages sent on his employer-provided pager, although
the search was justified for work-related purposes [20]. In Riley v.
California, the Court held that law enforcement cannot search a
cellphone without a warrant, characterizing cell phones as mini-
computers filled with massive amounts of private information [21].
Eventually, in Carpenter v. United States, the U.S. Supreme Court
ruled that accessing historical cell-site location data without a war-
rant violated the Fourth Amendment [25]. Justice Roberts wrote:

“Unlike the nosy neighbor who keeps an eye on com-
ings and goings, they are ever alert, and their mem-
ory is nearly infallible. There is a world of difference
between the limited types of personal information ad-
dressed in Smith and Miller and the exhaustive chroni-
cle of location information casually collected by wire-
less carriers today.” [25, pp.313-314]

AI systems, particularly those that engage with personal thoughts
and reflections, introduce complex privacy challenges because they
can access and influence intimate cognitive processes in ways that
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are deeper and more pervasive than traditional communications like
emails or texts. The principle of reasonable expectation of privacy
— which courts have applied to personal communications — should
logically extend to interactions with AI systems, as they increas-
ingly blur the line between private thought and digital expression.
Without appropriate safeguards, these systems could potentially
compromise the integrity of a user’s thought process, threatening
personal autonomy and intellectual freedom.

7.5 Institutionalizing Ongoing Human Oversight
While the careful reconstruction of fundamental rights is essential,
addressing the immediate and practical challenges posed by AI ma-
nipulation requires a more pragmatic approach. In this context, I
argue that freedom of thought not only illuminates complex issues
like compelled speech, but also offers a valuable framework for
shaping AI governance. It serves as a foundational principle for
managing the potential risks of AI manipulation. As discussed in
Section 5, traditional regulatory models — based on clearly defined
targets and behaviors — struggle to keep pace with AI’s subtle and
pervasive influence. The difficulty in identifying and preventing ma-
nipulation ex post highlights the need for a more ex ante, proactive
regulatory approach.
Given the complexity and adaptability of AI systems, prevent-

ing specific manipulative behaviors entirely may prove impossible.
Therefore, regulation should prioritize procedural guidance that fos-
ters self-regulation and promotes cross-industry collaboration. That
is because governments often lack detailed knowledge of AI inner
workings, and even industry frontlearners are still in a learning pro-
cess. Self-regulation leverages insider expertise, while cross-industry
collaboration promotes the sharing of best practices and the devel-
opment of industry-wide standards. Rather than solely aiming to
eliminate manipulation, regulations should set interim goals and
milestones focused on promoting transparency, accountability, and
ethical practices throughout the AI development process, carefully
calibrating the incentives of the various stakeholders involved. We
will explore two illustrative examples: AI Subject Review Board and
Professional Ethics Rules for AI developers.

The AI Subject Review Board draws from the Institutional Review
Board (IRB) model, originally designed to protect human subjects in
academic research. The IRB emerged to balance academic freedom
with the need to safeguard human subjects from harm, particularly
regarding the psychological impact on human subjects. The IRB was
formed after the Nürnberg trials, which revealed unethical medical
experiments duringWorldWar II [65]. The IRB system, mandated by
federal statute, has been effectively implemented across academic
institutions nationwide, providing a precedent for a standardized
ethical review process.
Similarly, the relationship between AI providers and users mir-

rors the dynamic of power imbalance and information asymmetry,
making users susceptible to manipulation and potential harm. Just
as research participants might consent to experiments without fully
understanding the risks involved, AI users often agree to terms of
service without a clear grasp of how their data will be used or how
AI-generated outputs might influence their thoughts and behaviors.
Moreover, like researchers who are encouraged to adhere to ethical

standards through ongoing internal reviews by ethical boards, AI
providers should similarly establish mechanisms for continuous
self-regulation to uphold ethical standards and minimize risks to
user autonomy.
To ensure consistent application of ethical standards, a federal

agency like the National Institute of Standards and Technology
(NIST) would establish operational guidelines. AI labs exceeding a
certain size — such as those developing large-scale models like GPT
— would be required to form internal review boards compliant with
federal standards. These boards would continuously assess ethical
risks by conducting risk assessments focused on cognitive autonomy
and psychological well-being, ensuring informed consent through
transparent communication on how AI may shape user thinking and
behavior, implementing harm minimization strategies to protect
users from undue influence, and establishing protocols for ongoing
monitoring and audits to maintain accountability throughout the
AI system’s lifecycle.

In addition, the establishment of professional ethics for AI engi-
neers parallels the ethical standards in other high-stakes professions
like medicine and law. These fields share common characteristics
with AI engineering: they involve a high degree of trust, deal with
individuals often in vulnerable situations, have high stakes out-
comes, and are characterized by significant information asymmetry
between the professional and the client or patient [42]. Given the
proprietary nature of most leading AI models, the insider knowl-
edge that engineers hold is indispensable for identifying potential
risks. Chinmayi Sharma proposes the professionalization of AI en-
gineering, advocating for standardized educational programs that
include rigorous ethics training, a licensing system to ensure ethical
competence, industry-wide codes of conduct, and accountability
mechanisms for ethical breaches. By empowering technical experts
to set and evolve standards, this approach allows for more agile and
informed governance of AI technologies, as opposed to relying on
policymakers who may lack deep technical understanding [79].

By establishing independent internal review systems and profes-
sional ethics that prioritize individual conscience and work integrity,
a robust incentive system can be designed to enhance transparency
and accountability. OpenAI’s transition from a non-profit to a profit-
driven corporate structure illustrates the pressures that large-scale
AI development faces, where substantial investment demands in-
evitably encourage profit motives and investment-seeking behavior.
The proposed frameworks aim to create parallel incentive structures
that serve as a check on these profit motives, ensuring ethical over-
sight remains central to the AI development process. To achieve
this, detailed risk categories — such as those examining how ma-
nipulation occurs, why it happens, and how it can be rectified —
must be carefully analyzed and integrated into the regulatory frame-
work. This requires interdisciplinary research across social sciences,
psychology, and engineering to fully grasp AI systems’ effects on
human cognition and to develop appropriate safeguards for their
responsible use.
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8 Conclusion
This article has made several key contributions to understanding
the challenges posed by AI manipulation. By examining the AI sup-
ply chain and introducing a novel, intention-agnostic definition
of AI manipulation, it provides a framework for conceptualizing
how manipulation occurs, even in the absence of clear causality or
malicious intent. The paper highlights the importance of grounding
AI governance in foundational constitutional rights, particularly
freedom of thought. Freedom of thought, often overlooked in legal
discourse, offers a fresh lens to clear up the misunderstandings sur-
rounding issues like the right to receive information and compelled
speech, areas where legal precedent has struggled.

This study is one of the first to reinterpret the underappreciated
freedom of thought from the perspective of AI, laying the ground-
work for future constructive regulation. By positioning freedom
of thought as a central principle in AI governance, this research
opens new pathways for addressing the ethical challenges posed
by AI manipulation. Looking forward, interdisciplinary research on
AI manipulation is much needed. Understanding manipulation in
AI systems requires insights from fields as diverse as psychology,
cognitive science, ethics, and social sciences, alongside the technical
expertise of AI development and engineering. This interdisciplinary
approach will be essential for developing more comprehensive safe-
guards, creating AI systems that respect human autonomy and
remain ethically accountable.
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