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Abstract
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Chair of the Supervisory Committee:

Professor Tadayoshi Kohno

Computer Science and Engineering

As Artificial Intelligence (AI) systems become increasingly complex and their social impacts more pro-

found, traditional methods to technology governance are proving inadequate. Neither top-down regulation

nor unfettered market freedom appears capable of addressing the multifaceted challenges posed by AI tech-

nologies. In response, participatory and democratic strategies are gaining traction in AI governance discus-

sions as potential solutions. However, the practical implementation of these approaches and the challenges

they may face remain underexplored in the literature, with existing theories often remaining idealistic and

detached from real-world constraints.

This dissertation introduces a novel approach to AI governance by integrating co-design and co-regulation

methodologies. It addresses three key research questions: (1) How might co-design and co-regulation be

defined and integrated in the context of AI governance? (2) How can domain-specific expert knowledge be

effectively elicited and integrated into AI governance policies? (3) How do co-regulation models in related

domains facilitate stakeholder collaboration, and what lessons can be applied to AI governance?

The research methodology combines theoretical analysis with empirical research, featuring two in-depth

case studies. The first study examines co-design in AI systems providing legal advice, engaging legal experts

to develop guiding principles based on time-tested wisdom in legal professional communities. The second

investigates co-regulation in online content moderation in South Korea, comparing web comics and news

industries to identify critical factors for successful co-regulation. Both studies apply established frameworks



to contexts previously unexplored in the AI governance literature.

The key findings reveal that effective participatory governance requires strategic calibration of partici-

pation rather than maximizing participation, balancing diverse needs, motives, and contextual factors. This

nuanced approach acknowledges that while multi-stakeholder involvement is crucial, shared responsibilities

can lead to diffused accountability. This work specifies key questions for utilizing participatory or collabora-

tive methods in AI governance and identifies significant contextual factors that may determine the success of

such systems. It equips policymakers, AI developers, academics, and affected communities with pragmatic

viewpoints, moving beyond abstract ideals to address real-world complexities.

As a starting point for future research at the intersection of participatory design, collaborative regula-

tion, and AI development, this dissertation challenges the field to advance from theoretical discussions to

pragmatic, context-sensitive strategies in AI governance.
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Chapter 1

Introduction

Artificial intelligence (AI)1 has been a subject of research and development for decades, but the recent

emergence of powerful generative models such as ChatGPT and DALL-E signals a profound shift in the AI

landscape, promising to revolutionize how we interact with and leverage AI in various domains. Human-like

conversational capabilities and the vast knowledge of large language models (LLMs) have shown promise

in improving access to services traditionally requiring human specialists [282, 394, 210], in domains such

as healthcare [77, 367, 336, 219, 364], finance [294, 377], and law [198, 392, 289]. However, their rapid

advancement has sparked widespread concern, with many users experiencing a mix of fascination and unease

about the implications for our collective future.

1.1 Various Threats Posed by AI Technologies

At the individual level, the adverse impacts converge on the fundamental issues of privacy and autonomy.

Although AI technologies promise to augment individual abilities, they also risk compromising personal

data and decision-making processes, potentially leading to a loss of control over one’s thoughts, emotions,

1Among many other AI systems, this dissertation primarily focus on generative AI systems, which include Large Language
Models and Diffusion Models, and their applications. These systems have the ability to generate diverse outputs based on user
prompts. They are characterized as “general-purpose” AI systems due to their capacity to respond to unanticipated commands.
This dissertation covers both the model level (e.g., GPT-4) and the application level (e.g., ChatGPT). While this dissertation does
not exclude open-source models from its scope, it places a greater emphasis on commercial AI systems developed and provided by
corporations. This focus is motivated by two key factors. Firstly, commercial AI systems are more widely used among the general
public, as open-source models often require advanced knowledge of computing, making them less accessible to the average user.
Secondly, corporations have a clear accountability to establish the norms of their AI systems, which inevitably leads to questions
of legitimacy regarding the rule making power of corporations.
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and behaviors. At the societal level, concerns encompass job displacement and exacerbation of economic

inequality; copyright and intellectual property issues, particularly the devaluation of labor and the creativity

of human artists and content creators; and environmental costs associated with training and deploying large-

scale models. Table 1.1 illustrates the taxonomy of concerns in three widely cited articles in the NLP and

AI communities.2

Table 1.1: Major Concerns about Generative AI

Bommasani et al. (2022) [106] Solaiman et al. (2023) [368] Bender et al. (2022) [95]

• Bias and over-representation
• Social inequity
• Misuse
• Copyrights and liability
• Privacy and surveillance
• Discrimination
• Concentration of power
• Environmental costs

• Trustworthiness and auton-
omy

• Personal privacy and sense of
self

• Concentration of authority
• Labor and creativity
• Ecosystem and environment

• Over-representation of domi-
nant groups

• Biases and stereotypes against
marginalized groups

• Static training data
• Environmental and financial

costs

Note: Author’s own compilation based on the cited literature.

1.2 Challenges to AI Governance

To combat these threats, several legislative initiatives have emerged, such as the European Union’s Arti-

ficial Intelligence Act (EU AI Act) [49], Canada’s Artificial Intelligence and Data Act (AIDA) [65], and

the U.S. Algorithmic Accountability Act [52]. However, critics are concerned whether traditional top-down

approaches to technology governance—which rely on centralized authority and static regulations—cannot

keep pace with the speed and complexity of emerging technologies[165, 107, 360, 404, 108]. The global

scale and ubiquitous nature of AI systems have challenged the capacity of individual nations or organiza-

tions to govern them unilaterally. This perspective is reflected in the Japanese government’s 2021 statement

that “legally-binding horizontal requirements for AI systems are deemed unnecessary at the moment.” [205]

Moreover, government involvement in regulating AI-generated content raises normative concerns, particu-

larly regarding free speech in countries like the United States [125, 126, 209].

2More details on AI-mediated harms to mental and physical well-being, privacy, autonomy, and fairness can be found in Ap-
pendix C.9.
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At the same time, leaving governance primarily in the hands of private companies presents its own set of

challenges. The current AI landscape is dominated by a small number of powerful entities such as Google,

Microsoft, OpenAI, and DeepMind, which have become de facto overseers of AI development. These

companies now possess significant power in rule-making, with their user policies often having as much, if

not more, impact on people’s daily lives as state-level laws.

It is known that the most common safety measures of large base AI models, such as Reinforcement

Learning with Human Feedback (RLHF), presume a universal set of values, distinct from personal prefer-

ence or community-specific norms [186, 211]. If values differ between social groups, which take precedence

when trade-offs exist or conflicts arise? Whose preferences or values are ultimately being captured in align-

ment data—the annotators, model developers, or intended users? Is it safe for a handful of AI companies to

have the sole authority to answer these questions?

Furthermore, profit motives do not automatically encourage robust safety efforts. Throughout the evo-

lution of the Internet, we have observed that ethical considerations (e.g., protecting privacy) can easily

be overlooked for the sake of commercial gain (e.g., targeted advertising) [130, 326, 235]. Despite AI

companies’ early commitment to safety, competitors with lower standards could offer more capabilities,

faster, cheaper, and more entertaining ways. It also remains unclear what incentives exist for companies of

varying sizes to fully adopt safety methods. For example, the collection of human feedback, red team test-

ing, robustness checks, and user monitoring demand significant expertise, computing resources, and human

oversight [206, 418]. Although larger companies may absorb costs, smaller players need solutions that are

mindful of resource constraints.

Accordingly, both top-down regulatory mechanisms and market-driven solutions have shown limitations

in addressing the multifaceted challenges posed by AI technologies. This complex landscape has led to

a shift in governance dynamics. Governments increasingly rely on company information and expertise

to regulate AI technologies effectively. Meanwhile, growing public distrust in government bodies due to

privacy and surveillance concerns has led to a search for alternative governance models. Companies, in turn,

are motivated to seek more input from the public and policymakers, both for ethical reasons and to ensure

compliance and avoid controversies. In light of these challenges, there is a growing interest in exploring

alternative governance models that combine elements of public, private, and civil society oversight.
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Figure 1.1: Definitions of Co-Design and Co-Regulation

1.3 Novel Approach to AI Governance

This dissertation contributes to this emerging discourse by exploring two alternative governance models that

have gained traction in many other fields: co-design and co-regulation. Co-design models bring participa-

tory methods to the development of AI systems at the company or organizational level, ensuring that diverse

stakeholder perspectives are incorporated from the outset. Co-regulation models facilitate collaboration

among multiple stakeholders, including government agencies, industry representatives, civil society orga-

nizations, and academic experts, in developing and enforcing universal rules and standards across multiple

services.

This dissertation proposes a unique framework that integrates co-design and co-regulation as com-

plementary schemes for AI governance. While these concepts have been extensively discussed in sepa-

rate domains—co-design in human-computer interaction (HCI) and computer-supported cooperative work

(CSCW), and co-regulation in public policy, law, political science, and economics—their integration in the

context of AI governance represents a novel perspective. By connecting these two models, we create a

multi-layered governance framework that addresses both the micro-level design decisions of individual AI

systems and the macro-level regulatory environment in which they operate.
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Figure 1.2: Co-Design and Co-Regulation in Tiered AI Governance

1.4 Research Questions and Methodology

This dissertation seeks to answer three key research questions:

1. How might co-design and co-regulation be defined, and why have they emerged as alternative ap-

proaches in the context of AI governance?

2. In a co-design model, how can domain-specific expert knowledge, such as that of legal professionals,

be effectively elicited and integrated to identify key dimensions and guiding principles for responsible

AI policies?

3. How do co-regulation models in related domains facilitate collaboration among diverse stakeholders,

and what lessons can be learned from these approaches to inform the development of AI governance

frameworks?

For RQ1, Chapter 2 lays the theoretical foundations of this dissertation by synthesizing discussions on

these two models across computer science, law, and public policy literature, highlighting their relevance to

AI governance. Building on this theoretical base, RQ2 is addressed in Chapter 3 through the first case study.

This study focuses on co-design in AI governance, specifically incorporating legal experts’ perspectives

into AI systems providing legal advice. This study revealed critical considerations specific to AI-powered

legal advice systems and demonstrated the value of domain-specific expertise in AI governance, while also
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highlighting the challenges in translating diverse expert insights into actionable policies.

RQ3 is explored in Chapter 4 through the second case study, which investigates co-regulation in on-

line content moderation in South Korea, comparing web comics and news industries. Through interviews

with 15 key stakeholders and the application of Ansell & Gash’s collaborative governance framework, the

study identified critical factors for successful co-regulation, including stakeholder interdependence and clear

ground rules. It demonstrated how industry-specific contexts significantly influence co-regulation effective-

ness and extended existing frameworks to include normative and practical challenges relevant to internet

and AI regulation. The dissertation concludes by looking for the steps forward in Chapter 5, emphasizing

context specificity and human-centric processes in AI governance.

1.5 Contributions

This dissertation makes significant contributions to the field of AI governance by theorizing and empiri-

cally examining co-design and co-regulation models within the complex landscape of AI development and

deployment. Through an interdisciplinary lens, spanning human-computer interaction, public policy, law,

and organizational studies, this research offers insights that bridge micro-level design decisions and macro-

level regulatory frameworks. Using case studies and qualitative methods, the research provides rich and

contextual insights into the challenges and opportunities of implementing collaborative governance in AI.

This dissertation advances established theoretical models. It extends a case-based reasoning method-

ology to the domain of AI governance, demonstrating how this methodology can elicit expert knowledge

and generate actionable insights for complex, evolving technologies. Furthermore, the study applies and

refines Ansell & Gash’s collaborative governance framework in the context of AI, revealing how factors

such as stakeholder interdependence, facilitative leadership, and shared understanding influence the success

of co-regulatory efforts in different industries.

This work contributes to the development of pragmatic and forward-looking guiding principles for AI

governance. These principles, grounded in empirical research, go beyond idealized notions of participation

to offer actionable insights for effective governance strategies. They emphasize: (1) the critical importance

of context specificity in governance models, recognizing that different AI applications and sectors may re-

quire tailored strategies; (2) the need to view AI governance as a human-centric process, highlighting the
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value of sustained, well-designed stakeholder engagement; and (3) the importance of resolving legal ambi-

guities surrounding AI regulation, particularly in areas where new technologies intersect with established

legal frameworks.

By highlighting the critical role of process and organization in effective AI governance, this research

establishes a solid foundation for future studies. It opens new avenues for exploring the application of co-

design and co-regulation across various domains of AI development and deployment. The work’s emphasis

on pragmatic institutional design provides valuable guidance for policymakers, industry leaders, and civil

society organizations seeking to develop effective, adaptive, and sustainable AI governance frameworks.

1.6 Limitations

The study’s focus on specific domains—AI providing legal advice, news apps, and comics apps—may not

fully capture the breadth of applications for general-purpose AI systems. Governance models developed

for these specific areas might face challenges when scaled to broader AI applications. The stakeholder

engagement in this research mainly involved experts and professionals, such as creators, reporters, and

online platforms. This approach, while valuable, lacks direct input from the perspectives of end users. The

rapid evolution of AI capabilities constantly reshapes stakeholder landscapes, potentially limiting the long-

term applicability of current findings. Furthermore, the shifting power dynamics among stakeholders as AI

impacts various sectors differently was not fully explored.

This study did not extensively explore the political and economic barriers to adopting co-design and co-

regulation initiatives. Practical challenges in implementing these governance models in different political

and economic contexts may require further investigation. The case studies, while informative, may not be

fully representative of all AI governance scenarios, potentially limiting the generalizability of the findings to

other cultural, political, or technological contexts. Moreover, given the rapid pace of AI development, some

findings can quickly become outdated, necessitating ongoing research and updates. Furthermore, research

may not fully capture the perspectives of all relevant stakeholders in AI governance, particularly those of

marginalized or underrepresented groups.

Moving forward, studies should expand to a broader range of AI applications, incorporate more diverse

stakeholder perspectives—–particularly those of end-users and marginalized groups—–and employ longi-
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tudinal approaches to capture the evolving nature of AI governance challenges. In addition, comparative

studies across various political and economic contexts will be crucial in developing more universally ap-

plicable governance frameworks. As AI continues to transform society, this work lays the foundation for

ongoing research that can adapt to technological advancements and ensure that AI systems align with social

values and needs.
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Chapter 2

Theoretical Framework

2.1 Conceptual View of Governance and Regulation

Before examining approaches to AI governance systems, a few conceptual remarks are in order.1 First of

all, we need to distinguish between governance and regulation, terms often used interchangeably due to

their shared characteristics [170]. Both are intentional, goal-oriented, and collaborative processes involving

multiple stakeholders working to shape the structural and procedural aspects of a given domain. Gover-

nance and regulation both analyze how various actors—including individuals, corporations, non-profits, and

government entities—influence, guide, control, and steer the development and usage patterns of services,

technologies, or institutions. These actors participate in rule-making and direct the evolution of specific

services and technologies towards particular outcomes.

Definition of Governance. Governance is a broader concept than regulation, encompassing both formal

and informal rules and norms, while regulation typically refers to formal rules and mechanisms for con-

trolling behavior. The government’s role in governance varies, ranging from state-centric to more society-

centered models [317]. Some scholars view government as an indispensable component of governance. For

example, Francis Fukuyama regards the government as an indispensible component of governance, defin-

1The legal history discussion in this chapter is derived from Inyoung Cheong, Aylin Caliskan & Tadayoshi Kohno, Safeguarding
Human Values: Rethinking US Law for Generative AI’s Societal Impacts, AI and Ethics (2024), https://doi.org/10.
1007/s43681-024-00451-4. Given the importance of empirical analysis in understanding generative AI’s potential harms
and the scope of current US legal protections, the full paper is included in Appendix C for comprehensive reference.
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ing it as “a government’s ability to make and enforce rules, and to deliver services, regardless of whether

that government is democratic or not.” [183] Similarly, Ansell & Gash defines governance as “a govern-

ing arrangement where one or more public agencies directly engage non-state stakeholders in a collective

decision-making process that is formal, consensus-oriented, and deliberative and that aims to make or im-

plement public policy or manage public programs or assets.” [76]

Other scholars employ much broader definitions of governance. For example, “the setting, application

and enforcement of the rules of game” (Kjaer [241]); “the stewardship of formal and informal political rules

of the game, [which] involves setting the rules for the exercise of power and settling conflicts over such

rules.” (Hyden [216]) For our discussion, this broader definition of governance may be more appropriate

than narrower, state-centric definitions, reflecting a more inclusive and multifaceted approach to shaping AI

development and use. AI governance extends beyond the formal regulations and laws enacted by govern-

ments, and includes the voluntary standards, best practices, and ethical guidelines developed by industry,

academia, and civil society. AI governance often includes policies adopted by companies and community

norms shaped by users.

To conceptualize dynamic forms of governance, Kenneth Abbott & Duncan Snidal propose the “Gov-

ernance Triangle” model [71]. The model categorizes actors involved in governance schemes into three

main groups: ‘firm,’ which includes individual companies, industry associations, and other company group-

ings; ‘NGO,’ a broad category encompassing civil society groups, international non-governmental organiza-

tions, academic researchers, activist investors, and individuals; and ‘state,’ which comprises both individual

governments and supranational government groupings like the European Union and the United Nations.

Figure 2.1 situates the range of governmental, non-governmental, and international actors participating in

business regulation in the triangle.

Definition of Regulation. Meanwhile, the seminal definition of regulation, established by Philip Selznick

in 1985, is “the sustained and focused control exercised by a public authority over activities valued by the

community.” [348] This definition highlights the traditional perspective that views regulation as a dichotomy

between freedom and control. On the one end of the spectrum, the government can allow the market to

operate freely, granting firms the autonomy to pursue their own interests without interference. Alternatively,

the government can impose regulations that restrict this autonomy by introducing the threat of sanctions,
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Figure 2.1: Governance Triangle illustrated by Abbott & Duncan [71].

forcing firms to align their interests with those of society. The latter approach, often referred to disparagingly

as ’command-and-control’ regulation, involves the government directly dictating and enforcing rules to

achieve desired outcomes [135].

There is a historical debate concerning market failure and government failure. Proponents of a market-

based approach argue that government intervention inevitably hinders market efficiency and should be lim-

ited to necessary roles, such as the distribution of property rights and policing of crimes. They maintain that

market forces, driven by self-interest and competition, can effectively allocate resources and promote inno-

vation. Conversely, advocates of government regulation contend that market failures, such as monopolies,

externalities, and information asymmetries, necessitate government intervention to protect the public inter-

est and ensure fair competition. They argue that leaving everything to the market can lead to undesirable

outcomes, including exploitation of consumers, environmental degradation, and widening social inequali-

ties. Government regulation, they assert, is essential to correct these market failures and promote the greater
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good.

However, the conventional view of regulation as a choice between a free market and command-and-

control regulation is overly simplistic and fails to account for the diverse range of regulatory options that

exist between these two extremes. In practice, most regulatory systems involves a wide variety of pressures

and policies implemented by both governmental and non-governmental actors to influence the behavior

of firms and tackle market failures and other public concerns. This complexity extends beyond just the

actors involved; modern regulation encompasses a diverse range of mechanisms that go far beyond simple

“control.” These mechanisms include rewards and incentives, information disclosure requirements, and

transparency mandates, among others.

Accordingly, this dissertation adopts Julia Black’s more inclusive definition of regulation: “The inten-

tional use of authority to affect behaviour of a different party according to set standards, involving instru-

ments of information-gathering and behaviour modification.” [100] Furthermore, Cary Coglianese & Evan

Mendelson break regulation down into four essential elements: (1) targets (a different party), (2) regulators

(who intentionally uses the authority), (3) commands (the instructions the regulator gives the target on how

to modify its behavior), and (4) consequences (fines and sanctions for non-compliance or subsidies and

incentives for compliance) [135].

Although adopting broad definitions of governance and regulation inevitably leads to some convergence

between these concepts, regulation exhibits several defining features that distinguish it within the broader

governance landscape. It is characterized by its formality, involving established procedures and official

agreements. The universality of regulation is evident in the wide applicability of the standards it develops.

Furthermore, regulation is marked by significant government participation, and government actors play a

key role in the process. These characteristics highlight regulation’s structured approach to collaborative

rule-making, setting it apart from other governance mechanisms.

Definition of Co-Design and Co-Regulation. This dissertation’s two main focuses, co-design and co-

regulation, both fall under the broader governance umbrella, yet maintain distinct characteristics. Co-design

is a participatory process whereby a single firm or organization engages relevant stakeholders, users, and

affected communities in collaboratively developing a particular social-technical system. Co-regulation, on

the other hand, involves government and non-government actors working together to create universally
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applied standards across various types of socio-technical systems.

2.2 Development of Co-Design and Co-Regulation

Collaborative initiatives emerged as a response to demands from both the government and the private sector,

each seeking to enhance the legitimacy of their decision-making processes by sharing power with other

stakeholders. On the one hand, governments recognized the need to involve actors in the private sector, such

as companies and specialized non-profits, in the rule-making process to leverage their expertise and ensure

the practicality and effectiveness of regulations. By sharing power with these private entities, governments

sought to improve the quality and legitimacy of regulation, particularly in the face of complex technological

and market dynamics.

On the other hand, corporations and institutions faced growing pressure from civil society to incorporate

the needs and perspectives of workers, service users, and the broader public in their decision-making pro-

cesses. The participatory design (PD) movement, which gained prominence in Scandinavia, exemplified this

demand for greater inclusion and collaboration in the design and implementation of services and technolo-

gies. It has been widely adopted and further developed in the fields of science, technology, and society (STS)

and computer-supported cooperative Work & social computing (CSCW) to improve the responsiveness and

legitimacy of new technologies.

The emergence of these collaborative approaches, conceptualized as co-design and co-regulation in this

dissertation, reflects a broader shift towards decentralization and multistakeholder participation in gover-

nance and decision-making. By involving a wider range of actors and considering their diverse interests and

expertise, these initiatives seek to address the limitations of traditional top-down, state-centric, or corporate-

centric models of regulation and design. As such, the rise of Co-regulation and Co-design can be understood

as a response to the demands for greater legitimacy, effectiveness, and inclusivity in the governance of com-

plex sociotechnical systems.

2.2.1 Shared Responsibilities: Beyond Government v. Market Dichotomy

The question of who should possess the power of rule-setting and implementation has been a long-standing

debate in all societies. Compared to European and Asian countries, the US has historically been more
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predisposed to supporting individual liberty, market freedom, and limited government intervention. The

American Revolution and the drafting of the US Constitution were motivated by the imperative to protect

individual rights from potential encroachments by government authorities [39]. The workings of the early

American state relied primarily on the judgments of state courts, supported by and in conjunction with

political parties. As James Madison put it: “The powers delegated by the proposed Constitution to the

federal government are few and defined.” [274]. This cultural ethos of skepticism towards government is

deeply ingrained in legal doctrines, exemplified by the state action doctrine. Constitutional rights act as

constraints on the actions of government entities, ensuring that they do not transgress citizens’ fundamental

rights.

In the US common law tradition, legal doctrines are not static pronouncements but evolve dynami-

cally through the resolution of adversarial disputes between individuals [226]. This case-by-case approach

unfolds at both the federal and state levels, reflecting a strong emphasis on individual rights and responsi-

bilities. It empowers individuals and interest groups to actively engage in legal battles, advocating for their

perspectives and seeking just resolutions. Judges and juries, while guided by legal precedents, must also

consider the unique context of each case, allowing for nuanced interpretations and applications of the law.

This pluralistic approach acknowledges that legal questions seldom have single, fixed answers. It embraces

the richness of diverse viewpoints as cases are decided, setting precedents that reflect the complexity of

society and its evolving values.

Figure 2.2: Comparison Between Adversarial and Regulatory Legal Systems, Illustrated by Cheong,
Caliskan, and Kohno [126].
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Consider a scenario where air pollution becomes a pressing concern. Two potential policy avenues

emerge: Congress could enact legislation, establishing an agency to monitor polluting businesses and set

emission standards. Alternatively, the legislature could create a private cause of action, empowering indi-

viduals directly affected by pollution to sue for damages. This “fault-based” liability system incentivizes

responsible behavior and allows individual redress for harm suffered. Figure C.3 visually contrasts these

two approaches, highlighting the inherent differences between the adversarial and regulatory models.

European and Asian legal systems are more inclined to establish regulations that prioritize social welfare

and collective rights. This trend stems from different notions of freedom and the role of the government.

With regards to privacy law, European countries tend to adopt a more regulatory approach, with the expec-

tation that the state will actively intervene to protect individuals from mass media that jeopardize personal

dignity by disseminating undesirable information [405]. Similarly, Asian cultures, influenced by collectivist

ideologies, emphasize community well-being and social cohesion over individual liberty [313, 94]. For in-

stance, Miyashita states that Japanese people traditionally grounded the concept of privacy on “the notion

that the people should respect community values by giving up their own private lives,” [286] which might

seem to belie the very foundation of privacy for Western readers.

Despite these different values and viewpoints that shaped the early regulatory landscapes in the US

and European/Asian countries, the 20th century saw a convergence in regulatory approaches. Both regions

experienced notable advancements in their regulatory systems, a phenomenon often referred to as the de-

velopment of the administrative state [178] or regulatory state [416]. During an era of world wars, many

countries prioritized the tasks of post-war reconstruction, redistribution, macro-economic stabilization, and

the provision of welfare as an employer of last resort. To expand government control over major resources,

states began to own or directly intervene in key industries, including public utilities such as gas, electricity,

water, telecommunication, and the railways. In the US, between 1933 and 1948, Franklin Roosevelt offered

a package of ’New Deal’ reforms comprised of public works and social insurance programs. US federal

government agencies rapidly grew rapidly, assuming a far greater responsibility for the nation’s economy

that had been shaken by the Great Depression.

The early 1970s saw an expansion of federal government roles, driven by an increased interest in health,

safety, and environmental preservation, bolstered by an activist judiciary [416]. This era was characterized
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by a belief in the separation of politics and administration through ‘expert’ administration and ‘scientific’

strategies. The US Congress empowered administrative agencies to create regulations addressing complex

domain-specific issues while adhering to defined objectives [380]. Examples include the Environmental

Protection Agency’s mandate under the Clean Air Act to establish air quality standards for public health

protection [11], and the Occupational Safety and Health Act’s provision for reasonable workplace safety

[16].

However, by the mid-1970s, economic challenges such as rising inflation and unemployment prompted

a shift in the governance approach. Governments began privatizing state-owned assets and moving from

direct control to more arm’s length oversight during the 1980s and 1990s, both in Europe and the US. This

transition was rooted in the belief that market forces could more efficiently allocate resources and stimulate

economic growth. In the US and UK, the administrations of President Reagan and Prime Minister Thatcher

championed free markets and implemented policies reflecting skepticism towards government intervention.

Their initiatives, supported by the growing law and economics movement, advocated for smaller govern-

ment, lower taxes, and reduced regulations to boost economic growth and job creation. These efforts led to

widespread deregulation across such industries as telecommunications, transportation, and finance.

Figure 2.3: Evolution of Governance Triangle Illustrated by Abbott & Snidal [71].

This transition led to the dissolution of the regulatory authority solely possessed by the government

and the start of deeper involvement by private actors in rule-setting and implementation. Abbott & Snidal

visualized the evolution of regulatory governance through the governance triangle. Figure 2.3 illustrates

the shifting balance of power and influence among the three main groups of actors—states, firms, and
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NGOs—over three time periods: pre-1985, 1985-1994, and post-1994. The pre-1985 era shows a strong

state presence, with limited involvement of firms and NGOs. However, we observe a gradual dispersion

of power, with firms and NGOs gaining more prominence in the regulatory landscape, due to skepticism

about government intervention. This figure highlights the complex interplay of actors, mechanisms, and

debates that balance market forces, government intervention, and novel challenges posed by technological

advancements.

Borrowing the governance triangle framework, Robert Gorwa analyzed various regulatory mechanisms

of online content operating in the EU. In Figure 2.1, Germany’s NetzDG represents a state-level initiative

operating at the national scope, while the Global Network Initiative (GNI) is a multi-stakeholder effort

involving firms and NGOs, working at a global level to promote privacy and freedom of expression in the

information and communications technology industry. Another firm-led initiative is the Global Internet

Forum to Counter Terrorism (GIFCT), a collaborative effort by major technology companies to prevent

terrorists and violent extremists from exploiting digital platforms. In contrast, the Facebook Oversight

Board (FBO) is a unique firm-level institution operating globally, serving as an independent body to review

content moderation decisions and provide policy recommendations, essentially functioning as a “supreme

court” for content-related issues on the platform [244].

Name Date Actors Scope
Network Enforcement Act (NetzDG) 2017 State National
Audiovisual Media Services Directive (AVMSD) 2018 State Regional
Dynamic Coalition on Platform Responsibility (DCPR) 2014 State-Firm-NGO Global
Safer Social Networking Principles (SSP) 2009 State-Firm Regional
EU Code of Conduct on Terror and Hate Content (CoT) 2017 State-Firm Regional
EU Code of Practice on Disinformation (CoD) 2018 State-Firm Regional
Christchurch Call (CC) 2019 State-Firm Global
Global Network Initiative (GNI) 2008 Firm-NGO Global
Twitter Trust and Safety Council (TWC) 2016 Firm Global
Global Internet Forum to Counter Terrorism (GIFCT) 2018 Firm Global
Facebook Oversight Body (FBO) 2019 Firm Global
Manila Principles on Intermediary Liability (MAP) 2015 NGO Global
Santa Clara Principles on Content Moderation (SCP) 2018 NGO Global

Table 2.1: Content Governance Landscape of Online Platforms Operating in the EU, formulated by
Gorwa [197].
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2.2.2 Democratizing Centralized Technologies

Scholars in science, technology, and society (STS) have emphasized the importance of societal inputs to

technology development [252, 376, 153, 407]. Drawing from Habermas’ theory of communicative ac-

tion [92], STS scholars argue that information and computing systems are not purely confined to the realm

of natural science and the mathematical aspects of computers, with the study of their effects and long-range

social consequences being left to other disciplines in the human and social sciences [161]. Instead, they

view technology as socially constructed, reflecting and shaping various aspects of human activity. This per-

spective challenges the notion of technology as a neutral “thing” and emphasizes the need for more inclusive

and democratic approaches to technology design and development. As Winner pointedly argues:

Consciously or not, deliberately or inadvertently, societies choose structures for technologies that

influence how people are going to work, communicate, travel, consume, and so forth over a very

long time. In the processes by which structuring decisions are made, different people are differ-

ently situated and possess unequal degrees of power as well as unequal levels of awareness. [407,

p. 127]

Another stream of thought, called the self-determination theory (SDT), has emerged as a framework

by which to understand human motivation and its impact on various outcomes, such as creative problem-

solving, well-being, and engagement [145, 146, 344, 251, 187]. SDT proposes that motivation exists on

a continuum, ranging from autonomous (self-determined) to controlled (externally regulated) motivation.

This theory also emphasizes the importance of basic psychological needs (autonomy, competence, and re-

latedness) in fostering autonomous motivation and well-being, which can be crucial factors in promoting

meaningful participation and engagement.

The desire to address these power imbalances and unlock the benefits of inclusive technology develop-

ment played a central role in the emergence of participatory approaches to research and decision-making.

This trend is most often traced back to the work of Scandinavian researchers in the 1970s and 80s [407, 161].

The ‘Scandinavian approach’ to participation, known as participatory design (PD), was initially concerned

with creating ‘workplace democracy’ through structured consultation and dialogue between workers and

employees, aiming to give workers greater control over wages and the allocation of tasks.
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Over time, PD has significantly expanded its scope beyond the workplace to include design processes

in urban planning and community building [80, 111, 164, 182, 269, 338], political contexts [93, 104, 250],

and the intersection of technology design and use [312]. PD actively involves stakeholders, users, and

communities in the design process, emphasizing collaboration, empowerment, and democratization in the

creation of technologies, products, and services [105].

Figure 2.4: Sherry Arnstein’s ‘ladder of citizen participation,’ illustrated by Ada Lovelace Institute [51].

One classic and influential frameworks in PD is the “Ladder of Citizen Participation” proposed by Sherry

R. Arnstein [80]. This approach employs a visual metaphor of an eight-rung ladder (see Figure 2.4), where

each rung represents the degree of power afforded to people by different approaches to participation. The

higher the rung on the ladder (with eight being the highest and one being the lowest), the more power

people have when engaging in the public planning of their communities. Arnstein developed this ladder to

empower disenfranchised individuals and communities, enabling them to enact meaningful social reform by

reclaiming power from authorities during participatory processes in community development. The ladder

serves as a tool for assessing the level of genuine participation in decision-making processes and highlights

the importance of shifting power dynamics to ensure that marginalized voices are heard and have a real

impact on outcomes.

Another influential framework in the field of public participation is the IAP2 (International Association
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for Public Participation) Spectrum of Public Participation (see Figure 2.5), whose efforts range from inform-

ing to consulting, involving, collaborating, and empowering. The spectrum was developed to support and

define the public’s role in any public participation process. As a matrix, it helps in identifying the level to be

chosen based on the specific goal of the project and the promise being made to the public. It is widespread

in North America and Australia, with different institutions following and adapting the spectrum to their

specific needs [143].

Figure 2.5: IAP2 Spectrum of Public Participation [174].

Building upon the IAP2 Spectrum, the Community Involvement Matrix (see Figure 2.6) maps a wide

variety of engagement processes based on the inherent risk of the situation and the complexity of infor-

mation which needs to be understood. This matrix further demonstrates the diverse range of participatory

approaches and their applicability in different contexts, depending on the level of risk and complexity in-

volved.

These frameworks and matrices highlight the importance of considering power dynamics, context, and

the specific goals of participatory processes when designing and implementing them. By understanding and
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Figure 2.6: Community Involvement Matrix, developed by Robinson [328] and illustrated by Northen
Beaches Council in Australia [44].

applying these concepts, researchers and practitioners can work towards more inclusive, empowering, and

impactful participatory approaches in a variety of fields, including technology development and decision-

making processes.

The principles and practices of PD align well with the goals of human-computer interaction (HCI) and

computer-supported cooperative work (CSCW), whose aim is to design technologies that are usable, useful,

and meaningful for individuals and communities [234, 103, 409]. HCI and CSCW scholars have increasingly

embraced PD as a way to navigate the complex dynamics of stakeholders and ensure that technology design

is responsive to the needs and values of diverse users [103, 147, 148]. The growing interest in PD is evident

from the findings of Malinverni et al., who observed a remarkable 580% increase in the number of PD papers

in the ACM digital library over a decade (2003-2013) [277].

“Co-design” is a term that has been used interchangeably with PD in multiple studies [278, 324, 223].

This dissertation primarily uses the term “co-design” as a core concept because it fits within a broader, tiered

framework of co-governance. This framework includes two levels: platform-level co-design and society-

level co-regulation. Using “co-design” consistently helps to clearly distinguish between these different
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levels of collaborative governance. While participatory design often connotes grassroots participation from

users and marginalized communities, the co-design approach in this dissertation, particularly in Case Study

1, focuses on involving expert stakeholders to develop guiding principles for AI services.

2.3 The Current Landscape of AI Co-Design and Co-Regulation

The rapid advancement of AI technology, particularly the emergence of powerful large-scale generative AI

models such as GPT-3.5 and Diffusion, has sparked an unprecedented level of interest in democratizing

AI development and incorporating participatory methods. Although efforts to improve content moderation

and curation in social media and search engines through increased participation have received significant

attention [309, 355, 310, 3], the stakes are even higher when it comes to democratizing the design of general-

purpose AI models. These models are designed to serve a wide range of purposes, unlike more specialized

AI systems focused on specific tasks such as image recognition or medical diagnosis. The development of

these models requires massive computational resources and vast amounts of data, which can only be handled

by a few select leading AI companies [72, 340].

These systems are trained on ever-increasing amounts of human-generated data and fine-tuned using

human feedback [307, 84], with the rule-of-thumb being “the more data the better” [229]. However, the

workers labeling data often lave little connection with the AI development process and have a limited un-

derstanding of how their contributions will be used. They are typically employed through crowdsourcing

platforms or third-party contractors, with little direct communication or collaboration with the AI compa-

nies. Similarly, the red-teaming process, which involves testing AI systems for vulnerabilities and unin-

tended consequences, is often conducted by experts who are hand-picked by AI companies. While these

experts may have specialized knowledge and skills, they may not fully represent the diverse perspectives

and experiences of the broader population [239]. This can result in blind spots and limitations in identifying

potential harms and ethical concerns.

As a result, a few leading actors possess concentrated power over conditioning the norms and outcomes

of countless downstream applications built upon these foundation models. This centralization of authority

and decision-making power within algorithms and AI systems, rather than human stakeholders, is a grow-

ing concern [136]. John Danaher terms this phenomenon “algocracy,” which refers to rule or governance
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by algorithm. Danaher views algocracy as a significant threat to the legitimacy of public decision-making

processes, as it constrains and limits opportunities for human participation. He argues that this shift to-

wards algorithmic governance poses fundamental challenges to moral and political legitimacy, potentially

undermining principles of democratic governance and human autonomy in decision-making [142].

2.3.1 Co-Designing AI Systems

To decentralize the algocracy of large AI systems, researchers are turning to the concept of participatory co-

design. The term “participatory AI” has emerged to describe AI systems and design processes that actively

involve stakeholders, with the implication that this approach will lead to more empowering and democratic

outcomes [365, 368, 148]. The recent “participatory turn” [136] in AI development has led to a growing body

of research exploring various approaches to involve stakeholders and ensure that AI systems are developed in

an inclusive, ethical, and aligned manner with societal values. Through interviews with industry participants,

researchers at the Ada Lovelace Institute identified a variety of participatory approaches employed in AI

development, which they mapped onto Arnstein’s Ladder of Citizen Participation (See Table 2.2).

Similarly, Corbett et al. [136] used Arnstein’s Ladder to compare and contrast the degree of power af-

forded to participants based on 21 papers from the ACM digital library. For instance, Brown et al. [109]

conducted workshops with families and social workers to improve algorithmic decision-making in child

welfare, which was considered to be at the middle rungs of the ladder. Although participants were con-

sulted, their concerns may not have been implemented, as the workshops took place outside of an actual

development process. In contrast, Lee et al. [255] involved food donation stakeholders to aggregate their

preferences via voting for matching algorithms, situating their research slightly higher on the ladder.

The analysis reveals that most papers focused on informing or consulting the public on AI, rather than

partnering or delegating control directly in the design process [136]. The authors advocate for greater re-

searcher reflexivity, transparency with communities about the degree of influence, and relational rather than

transactional interactions. These concerns were echoed by the tech workers themselves, who incorporate

participatory approaches [202]. Interviewees from AI labs expressed concern about “participation wash-

ing,” which means superficial or insincere adoption of participatory approaches to create a false impression

of inclusive, equitable, or democratic decision-making processes [136].
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Arnstein’s ladder Participatory approaches

Degrees of citizen power Cooperatives
Citizens’ jury
Community-based approaches
Deliberative approaches
Participatory design
Speculative design / anticipatory futures
Governance tools e.g. audits, impact assessments, other
policy mechanisms

Degrees of tokenism Co-design
Community training in AI
Community-based Systems Dynamics framework
Crowdsourcing
UX/user testing
Open source
Diverse Voices method
Workshops/convenings
Consultation

Non participation Surveys
Request for comment

Table 2.2: Participatory Approaches in Commercial AI Mapped onto Arnstein’s Ladder of Citizen Partici-
pation [202].

Despite the good intentions of many tech workers to incorporate meaningful participatory methods in AI

development, they face significant organizational, cultural, and resource barriers. These challenges include

the resource intensity of participatory work, lack of requisite skills and experience among practitioners,

atomization of participation efforts within organizations, and a lack of incentives for transparency [202]. The

following list summarizes the key limitations and challenges of participatory design identified by scholars

based on several decades of experience:

• Power disparity: Democratic ideals notwithstanding, power imbalances between researchers and par-

ticipants can persist. Researchers often retain control over the design process and outcomes, reflecting

certain privileged mindsets and values, thus limiting the genuine empowerment of participants. Exist-

ing societal power structures and inequities can also carry over into design spaces [148, 207, 365].

• Lack of inclusion: Projects may struggle to involve a truly representative range of participants, espe-

cially from marginalized groups. Barriers to access, trust, compensation and power can limit which
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voices are heard. Reliance on proxies or narrow demographics can skew insights [207, 261].

• Reflexivity and imagination: Effective participation requires deep reflexivity about power and a will-

ingness to question traditional design concepts. A lack of critical self-awareness and difficulties em-

bracing imaginative new possibilities can constrain the process [207, 365, 343].

• Resource constraints: Effective participation requires significant time, funding and human resources

to build long-term, equitable partnerships with communities. Practical limitations can lead to rushed,

superficial or short-term engagement that does not allow for deep participation or impact [202].

• Superficial participation: Academic and commercial reward systems often do not incentivize the

type of intensive, long-term, community-centered work required for meaningful participation. Mis-

aligned incentives can lead to extractive or superficial participation [365]. Based on interviews with

practitioners in AI development, Grove et al. [202] found that there is no incentive to be transparent

about its adoption.

• Limited scalability: Insights generated in a specific context may not scale or translate well to other

settings where a design is to be implemented. The richness of localized, participatory input can get

diluted or lost in the scaling process [147, 148].

• Ambiguity in methods: Beyond the general goal of “democratization,” the specific motivations and

approaches to participation in development practices vary significantly [372]. Questions remain about

who should be involved and what aspects of the design process should be open to participation [147].

The current landscape of participatory AI is marked by a lack of shared principles and a wide variety of

approaches that are often unaccounted for and unaccountable. Although there is a growing consensus on the

importance of stakeholder participation in AI design, the methods, theories, and goals for leveraging partic-

ipation vary greatly. To address these gaps, Delgado et al. [148] developed the Parameters of Participation

Framework by synthesizing common threads across technology design, political theory, and social sciences.

The framework, largely inspired by the IAP2 Spectrum of Public Participation (Figure 3.2), provides a con-

ceptual structure to advance participatory practices in AI design. It enables AI researchers and practitioners

to align participatory methods with specific underlying participatory goals and to be more reflexive about

the affordances and limitations of current proxy-based participatory tactics.
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Figure 2.7: A Conceptual Framework Proposed by Delgado et al. [148] to evaluate approaches to partici-
pation in AI design.
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Building upon Delgado et al.’s framework [148], Suresh et al. [381] categorizes various approaches to

incorporating public input and participation in the development and governance of AI foundation models.

The authors group these approaches into four main types: Reinforcement Learning with Human Feedback

(RLHF), rulesets and policies, red teaming, and domain-oriented efforts.They evaluate each approach based

on the degree of meaningful participation it allows. Their analysis reveals that most current methods fall into

the “consult” or “include” modes of participation, with limited stakeholder influence on decision-making.

While some domain-oriented efforts show potential for more substantive participation, the authors suggest

that there is room for improvement in creating more collaborative and impactful participatory processes in

AI governance.

2.3.2 Co-Regulating AI Systems

There is a growing demand to involve public policy and law in establishing fundamental rules for AI safety,

given the technology’s significant scale and potential impacts. By enacting relevant rights and obligations,

the legislature can reflect the public’s desire for safety and trustworthiness in AI systems, ensuring that the

technology is developed and used in a manner that aligns with societal values and expectations. Various

global initiatives have emerged to address AI governance. The European Union’s AI Act and Canada’s

proposed AI Act represent statutory approaches to regulating AI, with the aim of establishing comprehensive

frameworks for the development, deployment, and use of AI systems, as outlined in Table 2.8.

In the US, federal actions include the Biden administration’s AI Bill of Rights blueprint outlining civil

liberties principles [57], an AI risk management framework from the National Institute of Standards and

Technology [63], and an Executive Order [215]. Individual agencies are also examining emerging AI risks

in areas such as medical devices [169], political advertising [66], and biometric privacy [61].

International organizations, such as the Organisation for Economic Co-operation and Development

(OECD) and the United Nations Educational, Scientific and Cultural Organization (UNESCO), have devel-

oped AI principles and guidelines to promote responsible AI development. The OECD AI Principles [48]

and the UNESCO Recommendation on the Ethics of AI [391] provide voluntary frameworks for stakehold-

ers to adopt and implement in their AI practices. In addition to these formal initiatives, there are various

informal arrangements and collaborations among stakeholders in the AI ecosystem, including industry-led
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Figure 2.8: Summary of AI Regulatory Approaches by Country.

Note: Author’s own compilation based on the proposed/passed regulations.

standards, best practices, and ethical guidelines developed by AI companies, professional associations, and

civil society organizations.

However, the regulation of AI is still in its infancy. Among the approaches listed in Table 2.8, only

the EU AI Act is close to being implemented as a legally binding law. Concerns arise that formal regula-

tion could suppress innovation. The majority of information regarding AI development is held by leading

companies, creating a power imbalance and hindering effective regulation. This situation, combined with a

distrust in the government’s ability to directly regulate technology with sweeping rules, has raised concerns

about over- or poor-regulation. These voices, citing the nascent stage of the technology, warn against poten-

tial inefficiencies and unintended consequences arising from prematurely rigid regulation, including stifled

innovation and regulatory capture [165, 107, 360, 404, 108]. This stance echoes the historical debates

surrounding internet regulation in the late 20th century, where concerns for online free speech ultimately

prevailed over internet safety regulation [123]. This resonates with the deeply ingrained American ethos

of “adversarial legalism,” favoring gradual conflict resolution over ex-ante regulations, as articulated by

Kagan [226].
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AI governance is primarily shaped by burgeoning court decisions and the EU AI Act, whose details of

implementation remain uncertain. Co-regulation of AI, which requires careful calibration of institutions and

accumulated discussions among stakeholders, is largely at the ideation stage. Current regulations do invite

some level of private actors’ involvement. For instance, the EU AI Act involves third-party organizations,

known as notified bodies or conformity assessment bodies, in the regulation process. However, full-blown

collective rule-making is not yet suggested. These approaches are still more akin to traditional government

regulation with administrative agencies playing a central role.

The rapid evolution of AI technology, the formation of new creator classes affected by AI advance-

ments, and the global nature of AI services make it nearly impossible for a single government to effectively

regulate AI unilaterally. Considering the information asymmetry between governments and companies, a

flexible co-regulatory system involving both governmental and non-governmental actors may be more real-

istic. However, it also has limitations. The shared responsibility structure can make it difficult to guarantee

ongoing participation and accountability, and non-governmental bodies may face challenges in enforcing

measures against non-compliance. This raises the question of whether co-regulation can truly serve as an

alternative in AI governance.

2.4 Empirical Investigations: Co-Design and Co-Regulation in Practice

While the theoretical landscape of co-design and co-regulation in AI governance offers valuable insights, it

also reveals significant challenges and uncertainties. To move beyond abstract concepts and understand how

these models might function in real-world scenarios, this dissertation examines two case studies that provide

empirical insights into the implementation of these approaches in contexts relevant to AI governance. The

following chapters delve into the findings of these case studies in detail.

The first case study explores a co-design model for AI governance, focusing on incorporating legal

experts’ perspectives into the development of AI systems providing legal advice. Through workshops en-

gaging 20 legal experts in case-based deliberation, this study develops a comprehensive framework for AI

governance policies and highlights the challenges of translating expert insights into actionable policies.

The second case study investigates co-regulation in online content moderation in South Korea, com-

paring web comics and news industries. By analyzing interviews with 15 key stakeholders and applying
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collaborative governance frameworks, this study identifies critical factors for successful co-regulation and

examines how industry-specific contexts influence co-regulation effectiveness.

Together, these case studies provide a nuanced understanding of the challenges and opportunities in

implementing participatory and collaborative approaches to AI governance. They offer practical insights

that complement and expand upon the theoretical foundations discussed earlier, paving the way for more

effective and context-sensitive governance strategies in the rapidly evolving field of AI.
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Chapter 3

Case Study 1: Co-Designing Legal AI

Systems with Legal Experts

3.1 Background

This case study represents a concrete exploration of co-design principles in AI governance, focusing on the

critical domain of AI-powered legal advice systems.1 This study, conducted as part of OpenAI’s “Demo-

cratic Inputs to AI” program, serves as a practical examination of how participatory approaches can be im-

plemented in AI policy development. This research not only contributes to our understanding of co-design

methodologies in AI governance but also illuminates the challenges and opportunities in translating expert

knowledge into implementable policies. As such, it provides valuable insights into the broader questions

of how co-design and co-regulation can be effectively integrated into AI governance frameworks and the

complexities involved in balancing diverse stakeholder inputs in rapidly evolving technological landscapes.

In the legal field, where attorneys undergo extensive training to provide counsel, often beyond the reach

of laypeople [374, 403], AI-based chatbots offering legal advice have emerged as a potential accessibility

1This chapter is largely based on research published in the proceedings of the 2024 ACM Conference on Fairness, Ac-
countability, and Transparency (FAccT ’24) under the following citation: Inyoung Cheong, King Xia, K. J. Kevin Feng, Quan
Ze Chen, and Amy X. Zhang. 2024. (A)I Am Not a Lawyer, But...: Engaging Legal Experts towards Responsible LLM
Policies for Legal Advice. In The 2024 ACM Conference on Fairness, Accountability, and Transparency (FAccT ’24), June
03–06, 2024, Rio de Janeiro, Brazil. ACM, New York, NY, USA, 16 pages. https://doi.org/10. 1145/3630106.3659048. For
the most current information and further details about this ongoing research, please refer to our project website: https:
//social.cs.washington.edu/case-law-ai-policy/
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aid [203, 345]. However, relying on imperfect AI systems for high-stakes legal decisions raises concerns

about low-quality advice and privacy risks [403, 230, 74]. These concerns have prompted the EU AI Act to

designate AI systems used for “assistance in the legal interpretation and application of the law” as “high-

risk” [163].

Most prior research in this field speculates on the inherent limitations of AI systems such as inaccuracy,

shallow reasoning, or poor predictive capability [265, 230, 282, 392, 290]. While meaningful, these studies

rarely articulate concrete criteria for when and why AI systems should or should not provide professional

advice to users. As a result, they offer insufficient guidance to produce actionable design requirements that

can inform real-world deployment practices. One potential solution is to consult with domain experts who

can offer insights on the unique challenges and needs of their domain. Learning from experts is an emerging

approach for responsible AI policies [77, 316], but has not been applied to the legal domain. Our work aims

to bridge this gap by addressing the following questions:

• RQ1: What key dimensions do legal experts identify in determining appropriate AI responses to lay

users’ legal questions?

• RQ2: What guiding principles and response strategies do legal experts recommend for AI systems that

provide legal advice to lay users?

My research team used a process (Figure 3.1) inspired by case-based reasoning, an approach commonly

used in pedagogical material for a wide variety of fields, including law and moral theory [124, 172, 248,

314, 224], to allow discussion of ethical considerations grounded in concrete cases. We convened seven

interactive workshops with 20 legal experts by providing them with 33 queries (“cases”) and asked them

to evaluate seven simulated responses that could arise from AI chatbots, ranging from outright refusal to

recommendation of specific actions with legal judgment. Through analysis of the collected data, iterative

rounds of discussion among authors, and literature review across the fields of law, natural language process-

ing (NLP), and AI ethics, we consolidated and identified the significant dimensions that affected experts’

evaluations and guiding principles for desirable AI responses.

For RQ1, we identified 25 key dimensions that should inform potential AI responses (Figure 3.3). We

classified dimensions into four categories: (1) user attributes and behaviors, (2) nature of queries, (3) AI

capabilities, and (4) social impacts. For RQ2, experts generally expressed their preferences for information-
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Figure 3.1: Overview of Our Research Process and Findings

oriented responses. Instead of seeking definitive legal judgement, some suggested leveraging AIs’ multi-turn

dialogue capabilities to polish users’ questions and distill relevant facts through follow-up questions. Fur-

thermore, experts proposed additional layers of ethical guidelines such as “Do not pretend to be a human,”

or “Respect the justice system.”

Our contributions are multi-fold: First, our four-dimensional framework, spanning across query-specific

concerns to more systemic constraints grounded in legal and technical literature, provides fertile ground-

work for AI policy creation beyond speculative theoretical principles. Second, in addition to dimensions,

we portray experts’ disagreements on appropriate AI responses, while highlighting where experts agreed

on information-focused or multi-turn issue-spotting approaches. Third, we demonstrate how our case-based

expert deliberation process was effective in leveraging experts’ knowledge and experience to elicit a rich set

of dimensions. We discuss how our methods and our resulting 4-dimensional framework could potentially

be adopted for further research in other professional domains. Finally, we reveal novel legal and ethical

considerations, such as the unauthorized practice of law, confidentiality, and liability for inaccurate advice,

overlooked in the AI literature. This illustrates that responsible AI legal advice requires a cross-disciplinary

synthesis that spans technology, law, and ethics, learning from accumulated knowledge in professional com-

munities.

3.2 Methodology

We conducted seven small-group workshops on Zoom with 20 expert participants in August 2023. We

assumed a scenario involving general-purpose conversational AI systems like ChatGPT or Bing Chat
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available to lay users, different from professional tools assisting legal practitioners.

Eliciting Expert Knowledge and Case-based Reasoning. Incorporating the knowledge and insights of

domain experts and the public into the development of AI systems has emerged as a key approach called

“participatory AI” [85, 137, 99, 148, 316, 320, 291]. Researchers have facilitated expert discussions to

evaluate the sociotechnical implications of LLMs [364, 368, 316, 77]. Unlike prior work focusing on high-

level ethical principles [368, 77, 188] or post-hoc system evaluation [394, 316, 86], we pursued the case-

based reasoning [124, 172] approach to spur expert deliberation based on their clinical experience. We

presented legal professionals with realistic legal queries that AI systems might receive from lay users. This

approach came from moral philosophy [248, 273, 314, 224, 366, 184] and legal theories [120, 200, 379] that

emphasize case-by-case judgments to shape guidelines instead of applying top-down rules. Distinguished

from AI policies that provide a single set of universally-agreeable principles [77], case-based deliberation

enabled us to highlight critical value-laden topics on which experts disagreed with each other. Furthermore,

it allowed us to synthesize a dimensional framework, ranging from case-specific concerns to structural

constraints, which experts consider to determine appropriate AI responses.

Recruitment. We recruited 20 legal professionals via mailing lists and personal networks. Participants

included active attorneys, law faculty, law students, and a law and policy researcher. Most participants are

based in the US, except for one in the UK and one in Mexico. The cohort spanned early-career lawyers

to those with over 20 years of experience, with varying degrees of AI usage. Table 3.1 summarizes the

participants’ backgrounds and self-reported AI usage patterns. More detailed information is available at

Appendix A.1.

Background Occasional AI User Regular AI User
Attorney P5, P17, P2, P4, P8,

P18 P10, P11, P13,
P14, P16, P20

Law faculty P1, P3, P9 P6
Law student - P7, P15, P19
Legal researcher - P12

Table 3.1: Participants’ Backgrounds and the Frequency with Which They Used AI

Construction of Cases. We manually sourced 33 cases from a combination of (1) the popular subreddit

r/legaladvice (with wording edited slightly for anonymization and clarity), and (2) existing cases
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warning

Refuse

Empathize
+ refuse

Retrieve
information

Help work through
questions

Help work through
potential outcomes

Recommend 
actions

Cases Workspace

[Expert’s Name]

Response Strategies & Examples

I recently entered a business deal,
giving away some equity in my
business in exchange for some
startup advice.... Will this work or
could I win the resulting lawsuit? 

[Case 1] [I run a popular online mobile game...] 

[Case 2] [My husband and I have been married...] 

Appropriate Response

Refuse + empathize, 
Help work through questions

Dimensions

Information privacy
Jurisdictions (Which state? Other countries?) 
Types of collected user data 
Platforms’ policies (App Store, Play Store)
Accuracy of AI’s outputs

I was brought in for questioning for a
crime I did not commit. The officers
employed a lie detector test... Is the
lie detector’s results admissible as
evidence in court?

I run a popular online mobile game
company... we collect user’s data... run
ads in our games, which also generate
revenue. What should our legal
strategy include, consider, or be?

[Randomly-chosen 20 cases are
presented to participants.] 

. . . 

This content may violate our content
policy. If you believe this to be error...

As an AI model, I am not a substitute for
consulting with a qualified professional.  

I am sorry that this is happening to you. It
sounds like a challenging situation.
Unfortunately, as an AI model...

In matters of divorse, legal proceeding
often require addressing issues such as
child custody, spousal support...

I can’t give you legal advice specific to
your situation but here is a list of laws and
cases that may be helpful to look into...

For charges related to intoxicated driving,
the penalties can range from A to B based
on the severity...

As a producent next step, I recommend
initiating formal proceedings by lodging a
complaint with the...

[Participants choose 2-4 cases and work on
responses/dimensions for 10 minutes.] 

. . . 

Figure 3.2: Overview of Case Examples and AI Response Strategies and Examples Provided to Participants

in legal practice familiar to our team member who is a practicing attorney. Our cases covered facets of

law most relevant to lay users, spanning family law, criminal procedure, housing issues, and employment

disputes. We selected cases that represented a diverse range of user intents (e.g., getting out of trouble,

advocating for others, minimizing their costs), impacted third parties (e.g., employers, colleagues, landlords,

family members, protesters), and degrees of damage (e.g., physical, financial, mental). This diversity was

intended to elicit a wide range of discussion across legally and ethically sensitive contexts. Our cases can

be viewed at https://github.com/Social-Futures-Lab/case-law-ai-policy/blob/

main/data/cases.csv.

Workshop Procedures. During the workshop, we presented 20 randomly-chosen cases along with seven

generic response strategies for AI responses on a shared Google document. The given strategies are: (1)

content warning, (2) refuse, (3) empathize + refuse, (4) retrieve (non-opinion) information, (5) help work

through question, (6) help work through potential outcomes, and (7) recommend actions. We provided an

example response for each strategy, and examples were derived from what we observed from OpenAI’s GPT-

3.5 and 4. Both response strategies and corresponding examples are available in Appendix A.2. Because

GPT tends to refuse to give detailed advice such as options (6) and (7), we drafted more specific answers

complemented by known prompt engineering techniques such as drawing a hypothetical scenario [199].

Figure 3.2 provides an overview of the collaborative document we gave the participants. After an intro-
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duction, each participant was given 10–15 minutes to freely choose 2–4 cases and (1) select the proper AI

response strategies or produce their own preferred response and (2) the key dimensions impacting their de-

cision in an individual workspace. Then, the experts had 30–35 minutes to discuss with each other why they

chose certain response strategies and what dimensions they took into account to determine the appropriate

strategies.

Analysis. We analyzed collaborative documents and transcripts using abductive coding [383]. Inte-

grating both empirical data and available theory in an iterative process, our findings are informed by and

enter into dialogue with literature from legal ethics [e.g., 208, 403] and ethical concerns in human-AI in-

teractions [e.g., 238, 95]. Our analysis synthesizes relevant aspects of these fields within the context of

our research questions. Two authors initially coded two transcripts respectively and developed a codebook

of dimensions and responses, informed by Kim et al.’s human-AI-context framework [237]. The codebook

was finalized through multiple all-author meetings. After this, two coders independently analyzed the data

and cross-checked each other’s work. In this process, both coders examined all documents and reached

consensus on codes, rendering inter-rater reliability metrics unnecessary [35].

IRB, Consent, and Compensation. This study was reviewed and approved by the University of Washing-

ton Institutional Review Board. All participants gave their informed written consent to take part, including

consent to audio/video record study sessions. Participants were fully debriefed on the nature and purpose of

the study during the workshop. Participants were compensated with a $100 USD gift card for approximately

one hour of time. Participants were given the option to participate in individual one-on-one sessions if they

preferred.

3.3 Eliciting Stakeholders’ Major Considerations around AI Risks

Our workshop’s structured, case-based deliberations yielded nuanced insights into the multi-layered ten-

sions that arise when using AI systems for legal advice. We identified considerations and concerns in our

qualitative data, grouping them into two categories: (1) Dimensions capture contextual factors experts con-

sidered when determining appropriate AI responses; (2) Responses cover desired AI response strategies and

guiding principles.

We identified 25 key dimensions that impacted experts’ preferences for appropriate AI responses. We
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USER

QUERY

AI IMPACT

ATTRIBUTE BEHAVIOR

FACT LAW DESIRED ANSWER

Identity (age, ethnicity, gender...)

Geography
Vulnerable/marginalized group
Sophistication
Available resources

Ambiguity
Intent
Reliability
Agency

Existing contracts
Third-parties
Stakes 

Complexity
Criminal v. Civil
Subject matters  (tax,

privacy, Constitution)

Information
Opinion
Other advice (emotional support,

ethical/practical guidance)

Accuracy 
Context-awareness
Confidentiality
Accountability
Bias

Impact on user (emotional,

cultural, practical)

Impact on others

Figure 3.3: 4-Dimensional Framework

classified the dimensions into four categories: (1) user attributes and behaviors, (2) nature of queries, (3)

AI capabilities, and (4) social impacts. Figure 3.3 outlines these four categories. We now describe each

dimension in more detail.

3.3.1 User Characteristics and Behavior

Our participants identified eight user-related dimensions that AI systems should consider that are broadly

broken down into dimensions related to (1) user attributes and (2) user behavior. User attributes include

identity and background, geographic location, legal sophistication, and access to resources. These are char-

acteristics that users may explicitly provide or can be inferred about. On the other hand, user behavior refers

to aspects such as reliability, intent, agency, and ambiguity, which can be deduced from the user’s inputs

and interactions with the AI system but are likely not explicitly stated. Regarding user attributes, experts

specified four key dimensions:

• Identity and background, like age, nationality, ethnicity, and vulnerable group status. Our experts

emphasized considering minors’ best interests and relevant minor-specific laws like Children’s On-

line Privacy Protection Rule (P7, P10, P13, P14, P15). In addition, nationality (P12), ethnicity (P10),

immigration status such as “a DACA recipient” (P12) were perceived to be worth considering. Further-

more, participants considered whether the user was from a “marginalized or vulnerable groups” such
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as indigenous people or non-English speakers (P15), acknowledging “structural asymmetries among

communities” (P10).

• Geographic location. Experts stressed legal variability between jurisdictions: criminal laws vary lo-

cally (P12), property lease analyzes differ by location (P7), and 10 US states have separate privacy

statutes (P13). The global landscape poses greater complexity, such as the applicability of the EU Gen-

eral Data Protection Rule (GDPR) (P4). Moreover, when interpreting laws from Mexico or Colombia,

it is important to consider the unique histories and legal contexts of these countries, which differ from

those of the US (P10).

• Legal sophistication. Our experts noted that the sophistication level of the user should guide the

nature of AI legal advice. As P16 explained, there is a difference between “general public tools”

and “enterprise versions” for attorneys. Since attorneys bear the ultimate legal liability, professionally

oriented AI tools likely pose fewer risks for misuse. More broadly, P20 suggested that AI systems

could provide more advanced and detailed advice to sophisticated users, like a corporate client, who

are already familiar with the technology’s limitations and are less likely to misinterpret or misuse the

information provided.

• Access to resources. Our findings revealed that AI systems should contextualize their responses based

on the pragmatic restrictions users face regarding time, location, income, and access. If traveling to get

medical treatment in a foreign country or retaining a public defender is an unrealistic option, recom-

mendations presuming those resources would poorly serve the user (P8, P11).

The user behavior category emerged as experts emphasized that lawyers should not blindly accept user-

provided facts. Instead, lawyers must actively probe and ask questions to build an understanding of the

situation before offering advice. Our findings revealed four key behavioral dimensions for AI systems to

assess:

• Ambiguity. Experts stated that if user inputs do not provide enough details about the situation, it is

either impossible or risky to provide detailed guidance as the AI outputs are likely to be flawed due to

the incomplete information (P1, P6, P13). P1 noted, “So many facts are missing. I’m so nervous about

the idea of the chat [giving] you legal advice [based on this incomplete fact].”

• Reliability. Participants questioned if user’s description of cases could be unreliable or inconsistent.
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P5 noted, “There’s a lot of facts in [the case], and you don’t know to what extent AI should assume they

are true [or] an objective fact.”

• Intent. Participants also wanted to clearly understand the underlying intent of the users. P13 stated

that users might also do a poor job of describing their situation, and the AI system should ask for

clarification by posing questions like “Are you sure you really mean that?” Some participants were

wary of AIs being used to serve the user’s malicious intent, such as “to evade law enforcement,” (P20)

or “to defend his crime to avoid illegal consequences of their actions.” (P10)

• Agency. Experts emphasized users’ degree of agency, or whether users are able to act on the legal guid-

ance given. P17 stated, “There’s still consideration beyond giving the advice that someone might still

act on that.” In the legal setting, unlike in medical contexts where treatment requires that professionals

take intermediate steps, users may have substantial direct “power to take action” when provided with

legal recommendations, such as firing an employee or filing a complaint (P20).

3.3.2 Query Characteristics

Essentially, legal advice involves applying relevant law to the specific facts of a person’s situation. Our

participants identified nine key dimensions embedded within users’ legal queries that shape what guidance

AI systems can provide. We categorized these dimensions into three interconnected parts: (1) relevant facts;

(2) relevant laws; and (3) nature of desired answers.

• Relevant Facts. Experts emphasized the importance of key facts to provide suitable legal advice.

These included granular details around business practices like data collection methods, advertising

revenue streams, and the platform’s terms of conditions (P4). Existing contract terms must be clarified,

whether in a lease, employment agreement, conflict waiver, or corporate bylaws (P7, P8, P12). It is also

essential to have details on stakeholders and counter-parties such as competitors (P13), victims, or

injured parties (P6, P11). In addition, assessing the stakes involved is a significant factor, ranging from

financial liability (P16), to loss of work authorizations or deportation (P12), to imprisonment (P11).

• Relevant laws. Experts underscored the complexity of many legal issues. Matters involving diverse

areas of law (P14) and jurisdictional variation involve a complex legal analysis (P4, P12). The evolving

legal landscape necessitates constant research. For example, IP addresses were historically considered
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personally identifiable information but are not treated as such under most state laws (P12). The par-

ticipants also stressed the unique nature of criminal matters. The heightened risks in prosecution and

incarceration, as well as complex human factors in plea bargaining or sentence hearings, make attorney

representation essential (P10, P11). P11 exemplified the idiosyncrasies of judges, quoting a religious

federal judge in Washington state: “It really helps. If you’re a Christian, and a criminal defendant ap-

pears before you, you should always start with a little prayer when you’re doing your sentence hearing.”

Experts pointed to special considerations for subdomains like tax, privacy, and constitutional law

as requiring specialized judgment. The tax code is big, complex, and ambiguous, so even experienced

attorneys should make “judgment calls.” (P13, P19) Privacy laws varies substantively state-by-state

(P13) and constitutional matters often involve complex values far broader than codified rules (P20).

• Nature of desired answers. Participants stressed that the quality of the answers depends on what the

particular user seeks from the conversation. Users may want straightforward informational outputs,

like when using traditional search engines (P11–13, P16). In this case, presenting the list of relevant

laws for users’ further research could be helpful (P12). In contrast, users may expect tailored legal

opinions and strategic advice. According to P7, what the user wants out of the answer may include

“compliance or optimizing profits, or tax purposes,” or “step-by-step instructions” based on predictive

assessments of outcomes (“Can I win?”). Finally, users may desire additional insights beyond legal

matters (P3, 13, P14). P13 noted the need to emotionally support users by extending empathy, support,

and acknowledgment. In one case involving a neighbor’s trespassing, P14 suggested home protection

measures such as installing dashcams and getting dogs, not just legal recourse.

3.3.3 AI Systems’ Capabilities

Participants raised five critical dimensions related to the technical capabilities and constraints of state-of-art

AIs. The transient, AI-specific limitations may shift substantially with ongoing advances of research and

development, unlike other categories that rely on users’ needs and contexts. Throughout the discussion,

experts disagreed at times: some were more optimistic about future development, while others believed that

issues like hallucinations might persist.

• Accuracy. A key concern raised by multiple participants was the accuracy of AI-generated legal infor-
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mation (P1, P3, P7, P8, P11, P13). P1 stressed the evolving nature of law, noting “We don’t know if the

law has changed from yesterday.” P7, P8, and P13 stressed that serious hallucination issues that caused

a New York attorney to be sanctioned for citing ChatGPT-generated cases [401]. Only P11 offered a

more positive view: “There is a hallucination issue. [But] you could work with a plug-in, or a vector

database where you had all this stored. If you could do that reliably, that would be a very good user

experience.”

• Context-awareness. Experts questioned AIs’ capacity to move beyond static recommendations to

context-dependent, adaptive guidance tuned to users’ unique constraints and environments (P8, P10–

12, P18, P20). As P11 noted, eligibility criteria such as demonstrating terminal illness often rely on

specific circumstances. Additionally, procedural legal navigation “is not something you can predict

by observing. . . a large data set” (P12). Others critiqued the staleness of training data, arguing that

models cannot “address the local context” (P10, P13) as each situation has “idiosyncratic” details (P18).

However, P20 countered that with enough data, models could likely outline standardized advice and

steps applicable to various types of users.

• Confidentiality. Experts extensively discussed confidentiality risks (P4, P7–9, P12, P14, P16), which

can be differentiated in a practical and normative sense. From a practical perspective, experts warned

against an AI system’s accidental leak of sensitive information (P4), highlighting the potential for un-

intended breaches of confidentiality. From a normative perspective, unlike attorney consultations, con-

versations with AI systems typically lack privileged protections against discovery in legal proceedings

(P9). Attorney-client privilege does not extend to communications with third parties, and AI system

providers (e.g., OpenAI) are obligated to produce relevant documents when served with a valid sub-

poena. Even if an AI system operates locally, chat records would likely remain unprotected unless a

specific rule shielded the information from disclosure. As a result, users’ admissions of illegal acts in

AI conversations could thus become accessible to adversaries or prosecutors. P12 cautioned that proper

warnings are necessary to inform users that AI conversations lack confidentiality protections and could

be obtained by others with a court order.

• Accountability. Unlike attorneys, AI systems currently sidestep professional accountability for faulty

advice (P8, P16–18). While lawyers’ strict code of conduct and negligence liability apply even to
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informal suggestions (P17), AI systems evade responsibility either through intermediary immunity laws

or non-negotiable disclaimer clauses committing users to bear potential damages (P8, P16). Participants

emphasized accountability gaps compared to attorney standards that leave users vulnerable if reliant on

AI guidance. Given this gap, P18 argued that uncontrolled AI advice effectively constitutes illegally

unauthorized practice of law (UPL).

• Bias. The experts expressed concerns that AI systems might reproduce structural stereotypes and dis-

crimination (P5, P10, P13, P17, P20). They cautioned that the aggregated data used to train these

systems could gradually skew the AI’s performance to favor majority demographics unless measures

are taken to actively protect minority views (P5). Given that English-written data predominantly rep-

resented in training datasets, experts noted that AI responses may disproportionately reflect the values

and perspectives of English-speaking populations (P8).

3.3.4 Social Impacts

The experts considered two aspects of the possible effects that AI-generated responses could have on users

and society. The first aspect focuses on the individual user who seeks guidance, taking into account the

emotional, ethical, and cultural factors that may be affected by the AI responses. The second aspect extends

beyond the individual, considering the broader impacts on third parties and society as a whole.

• Impact on users. The experts found that AI systems could potentially weigh the possible downsides,

including those that the user may not have considered as something that could harm them, such as

emotional effects or potential consequences in the workplace or on relationships (P4, P13, P20). P4

emphasized the need for “guardrails” around emotional prompts like questions including self-harm

components. P13 cautioned that influencing a user’s emotional state is highly problematic absent over-

sight, given the risks of uncontrolled bias and manipulation. P20 noted that what feels morally neutral

in one culture may feel problematic in another, especially for minority groups.

• Impact on others. The experts considered “consequences for other people” who were not direct users

as a serious concern (P6, P10, P17). These consequences include risks to indirectly affected third

parties, such as explicit bias and stereotypes in advice, ensuing impacts of how advice is interpreted

and acted upon, and the long-term assimilation of values. P6 emphasized the potential for unintended
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consequences on vulnerable groups, using the example of how advice in harassment cases could further

victimize previously affected individuals. Meanwhile, P17 highlighted broader ethical considerations

beyond just technically accurate guidance, including assessing scenarios that create harm despite the

good intentions of the advice.

3.4 Experts-Preferred AI Response Strategies

The aspects mentioned in Section 3.3 are illustrative of the complex considerations involved in AI legal

advice. This section uncovers disagreements among experts through a quantitative and qualitative analysis

of our workshop data, as we observed varying perspectives on balancing safety, ethics, and helpfulness.

3.4.1 Quantitative Results

Participants were asked to identify their preferred AI response strategies by choosing one of our seven

provided strategies or producing their own. The resulting distribution, as shown in Figure 3.4, resembles a

loose bell curve, with strategies ranging from the least interactive (content warning and outright refusal) to

the most personally-tailored recommendations.

Figure 3.4: Expert-Preferred Response Strategies

This distribution reveals that experts preferred information-focused responses that avoid giving defini-
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tive judgment. The strategies at the extremes of spectrum, namely ‘content warning,’ which received no

votes, and ‘recommend actions,’ which received few votes, were less favored by the experts. The concentra-

tion of votes in the middle of the distribution suggests that experts prioritize providing users with relevant

information while refraining from offering explicit recommendations or opinions, striking a balance between

assisting users and maintaining the AI system’s role as an informative tool rather than a decision-maker.

Further analysis revealed an intriguing relationship regarding experts’ familiarity with AI systems and

their receptivity to more tailored and detailed system responses. Regression testing showed a significant

positive correlation (p < .05) between their self-reported general AI usage and openness to more customized

and detailed output. Further statistical details of our regression test can be found in Appendix A.3.

3.4.2 Qualitative Results

Our qualitative analysis revealed rich and nuanced discussions behind the categorization of desired AI re-

sponses. Experts delved into the complexities of distinguishing between legal information and opinion and

the challenges of ensuring user protection while leveraging the capabilities of AIs. They emphasized the

importance of transparency, user safeguards, and adherence to legal traditions and frameworks. Moreover,

participants recognized the potential of multi-turn interactions to help users better articulate their legal is-

sues and access relevant information. The following sections present a detailed analysis of these qualitative

findings, organized around the central themes that emerged from the workshop data.

Legal Information vs. Opinion As Figure 3.4 shows, most experts condoned offering pertinent legal

information, while expressing reservations about AI providing a legal opinion due to reasons such as insuffi-

cient AI capabilities or user protection. What is the exact difference between information and opinion? Our

participants suggested several principles to avoid providing a legal opinion.

• Refrain from making definitive judgments about the legal consequences of a specific case. Provid-

ing relevant laws is fine (e.g., driving under the influence (DUI) is illegal in Washington), but applying

it to specific user situations constitutes opinion (e.g., falling asleep in the driver’s seat in the parking lot

after drinking alcohol could be a DUI) (P2, P13, P17, P19).

• Do not recommend actions. The system should avoid advising particular steps users should take. (P7,
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Case

“My mother and I are 
board members of an 
advertising company 
incorporated in 
Delaware. We have 
business trips every now 
and then; for example, to 
meet with potential 
advertisers. Is it okay to 
file trip expenses as 
deductible expenses of 
the company?”

Rule
� Federal income tax la�
� Delaware General 

Corporation Law...



“Ordinary and necessary 
business expenses” 
benefitting the company may 
be tax-deductible, but 
personal vacations disguised 
as work could be fraud.

Analysis
� The company’s ordinary and 

necessary business is 
implementing advertising 
campaigns for clients�

� Meetings with potential 
advertisers are crucial for 
their business success�

� They had almost no time for 
personal enjoyment.

Conclusion
Yes, your travel can be filed 
as legitimate, deductible 
company expenses. Make 
sure to keep records of 
justification.

Issue
Whether business trip 
expenses incurred by the 
mother and son, who are 
board members of a 
Delaware-incorporated 
advertising company, are 
deductible.

I N F O R M AT I O N

O P I N I O N

Figure 3.5: Applying IRAC analysis to One of Our Cases

P13)

• Do not give predictions. The system should not estimate a user’s probability of winning a case or

speculate on potential rulings. (P9, P12, P13, P19)

• Do not provide a cost-benefit analysis. The system should avoid any analysis that weighs the risks

versus the rewards of a certain behavior. (P15, P16)

In essence, legal opinion encompasses interpretive, judgment-driven analysis that is often value-laden

and forward-looking, whereas legal information involves reporting objective laws and past rulings without

subjective assessment. To understand this distinction, we can draw upon the widely-used legal analysis

tool known as IRAC (Issue-Rule-Analysis-Conclusion) [283]. IRAC entails (1) identifying the legal issue,

(2) stating the rule that applies, (3) analyzing how the particular facts interact with the stipulations of the

rule, and (4) finally deducing the conclusion [33]. Our findings suggest that AI systems focusing on issue

and rule identification provide fact-finding “information,” while analysis and conclusions may cross into

tailored “opinion,” as illustrated in Figure 3.5. However, it is important to acknowledge the complexity of

distinguishing between legal information and opinion, as the line between the two can often be blurred in

practice, as exemplified by cases such as Grievance Comm. of Bar v. Dacey [21], where the court found that

publishing a booklet providing trust and tax information crossed the line into unauthorized legal opinion.

This demonstrates that the distinction between legal information and opinion is not always clear-cut, and

careful consideration must be given to the specific context and the information provided by AI systems.

Beyond Search Engines: Multi-turn Interactions for Refining Questions While cautioning against

detailed legal opinions, participants suggested that AIs could offer a better user experience compared to
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traditional search engines. P20 noted that users would not find it helpful if AI systems “vomit a whole

lot of knowledge.” The most promising and heavily-discussed possibility during the workshops is leverag-

ing multi-turn interactions, allowing AIs to ask follow-up questions and clarify users’ legally meaningful

inquiries. This idea emerged as participants expressed frustration with missing case facts: “I don’t think

there’s enough information to go off of, and that depending on the details that come out, it could change the

analysis, therefore the outcomes.” (P13) Participants emphasized that legal contexts are inherently complex

(P11), and lawyers often spend considerable time eliciting relevant facts and identifying the “right questions

to ask” (P12). They felt that AI-mediated dialogues could streamline time-consuming processes such as

“screening interviews” (P12), “first calls” (P14), or “intake meetings” (P15). By engaging in multi-turn

interactions, AIs could help users refine their questions, focus on key aspects of their cases, and seek rele-

vant expertise. However, some warned that AI developers should exercise caution when eliciting extensive

personal information from users, given confidentiality concerns (P13, P16). While identifying legal issues

and relevant rules likely falls within the realm of permissible legal information, the line between information

and opinion remains blurred. P16 argued that narrowing down factual patterns and applying rules engages

deep judgment, stating “You’re starting to make the AI become your lawyer.”

Other Guiding Principles The experts suggested several principles for providing AI legal guidance.

Some principles directly align with emerging literature on transparency [237], user satisfaction [238], and

cautions about anthropomorphism [358, 271]. The principles outlined below represent the most prominent

and frequently discussed ideas that emerged from the expert discussions.

• Don’t Pretend to Be Human: An AI system should not behave like a human and cause misrepresen-

tations, as that can create issues around transparency, over-reliance, and managing user expectations.

• Caveat Constraints: An AI system should provide various caveats on its limitations, such as that its

capabilities are constrained, the conversation is not privileged, and that it is working off of incomplete

information.

• Avoid Potential Harm: An AI system should refrain from providing recommendations that could

potentially cause harm to users or others. This includes avoiding guidance that may lead to harmful

real-world actions, as well as minimizing the risk of emotional or psychological harm that could result

64



from the system’s responses.

• Respect the Justice System: An AI system should not provide information or advice that assists users

in violating the law or evading legitimate oversight.

• Avoid Unethical Answers: An AI system should not make any outputs that could promote dishonesty,

deception, fraud, impersonation, or other unethical behaviors that could get users into trouble.

• Be Transparent: An AI system should be able to explain the outcome it generated and point to the

specific areas of datasets it relied on.

• Avoid Appearance of Impropriety: The appearance of impropriety refers to a situation that may

appear corrupt or unethical to an impartial observer. For example, the AI system should not endorse

or promote its creators, the AI companies involved in its development, or any other entities that could

be perceived as influencing the system’s outputs. The AI responses should be objective and impartial,

focusing solely on providing accurate and helpful information to users.

3.4.3 Summary of Results

Our analysis uncovered 25 distinct dimensions to ensure safe and effective AI legal advice, spanning four

key categories: (1) user attributes and behaviors, (2) query characteristics, (3) AI capabilities, and (4) social

impacts. The experts deliberated with each other and through points of consensus to produce this rich set of

considerations. However, experts expressed limited consensus on how AI systems should actually respond,

given these nuanced factors. Some remained resistant to any AI involvement in legal questions, while others

envisioned more helpful AI assistance models that increase access to information. Most debates centered on

distinguishing information from opinion, and the majority felt that providing factual legal information was

appropriate. Some participants suggested using AIs’ conversational capabilities to help users refine ques-

tions and identify relevant laws through follow-up questions, similar to initial consultations with attorneys.

3.5 Discussion

Constructing AI policies does not exist in a technocratic silo. Rather, it demands a cross-disciplinary ap-

proach that synthesizes insights from domain experts. Our research demonstrates that engaging legal experts
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in case-based deliberation is an effective method for translating professional knowledge and clinical experi-

ence into a concrete set of considerations for AI policies. The 4-dimensional framework we have developed

provides a useful analytical lens that can be applied to future exploring AI policies in the legal advice and

other professional contexts. Through this approach, we argue that policymakers can derive valuable insights

to inform AI policies grounded in the centuries-old wisdom and experience of the legal profession, while

also accounting for the challenges presented by AI technologies.

3.5.1 Benefits of Case-based Deliberation Methods

Our research process underscored several advantages of grounded case deliberation for eliciting expert con-

siderations. Preparing realistic scenarios, while laborious, proved invaluable in quickly engaging experts

with targeted queries related to their clinical experience. The cases allowed experts to examine granular con-

cerns around singular situations, as well as overarching technical and legal constraints, producing a more

concrete set of contextual factors for AI developers, beyond theoretical and high-level principles in prior

research [368, 77, 188]. Finally, the collective deliberation itself revealed critical hidden dimensions and

elicited justifications that shed new light on existing dimensions. As experts built on each other’s points,

they realized that overlooked issues or limitations in their own initial analyses. This interplay sharpened

considerations and revealed nuances around balancing risks and benefits in varied situations. The combina-

tion of realistic cases and collaborative discourse resulted in more fine-grained, practice-informed insights

compared to de-contextualized surveys or high-level principles.

3.5.2 Charting Novel Legal Considerations

One of our contributions is to shed light on existing legal and ethical barriers to AIs’ legal advice which have

been overlooked in the literature. Section 3.3.3 reveals that users lack confidentiality and accountability pro-

tections governing attorney advice: Conversations with AI systems risk disclosure in legal proceedings and

inaccurate guidance evades professional negligence liability. Moreover, as Section 3.4.2 explains, UPL regu-

lations prohibit non-lawyers from offering advice in many states, carrying criminal penalties. To circumvent

the current legal risks , one could imagine AI systems designed like private counsels advising single parties,

rather than serving all users uniformly like ChatGPT. In such case, AI systems could come to resemble pro-
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prietary services, with corresponding confidentiality and liability assurances. However, the traditional legal

conservatism may change in the future as UPL rules have already faced criticism for limiting affordable

access to legal help [149, 332, 81]. The EU AI Act’s categorization of AI legal assistance tools as “high-

risk,” which subjects them to heightened responsibilities instead of banning them outright, may speak to this

potential shift [163].

3.5.3 Learning from Time-Tested Wisdom

Leveraging accumulated expertise in professional communities can help sidestep painful mistakes [77]. In

our research, we found that UPL regulations do constrain the possibility of AI providing legal advice. How-

ever, UPL also offers long-standing criteria for distinguishing between legal information and legal opinions.

Historically, merely providing legal information has not been considered a violation of the UPL [23, 149, 6].

For example, the Texas Court provides guidelines for court staff and illustrative examples like in Table 3.2.

The list, compiled from Texas law clerk resources, distinguishes between permissible and forbidden ques-

tions that Texas court personnel can answer. This approach is remarkably similar to a process used in AI

development called “red-teaming.” Red-teaming in AI context refers to the practice of deliberately attempt-

ing to find flaws, vulnerabilities, or potential misuses in AI systems [188, 73]. Just as court systems identify

questions that could lead to improper legal advice, AI developers use red-teaming to identify potentially

harmful or inappropriate user inputs or system outputs.

Furthermore, legal scholars have explored legally justifiable AI advice under UPL, attorney-client priv-

ilege, and other doctrines [208, 403, 370]. Wendel stated that the “core lawyering functions” such as rec-

ommending the course of action or drafting contracts cannot be delegated to AI agents due to technical

limitations and accountability deficits [403]. This demonstrates how principles accumulated over centuries

of legal scholarship now inform responsible AI systems and the call for cross-disciplinary collaborations.

3.5.4 Applicability to Other Professional Domains

While each possessing unique dimensions, domains like medicine, mental health, law, and finance share

common threads around high-stakes real-world impact and historical reliance on licensed specialists for

advice. We believe that our research methods and 4-dimension framework give illustrative guidance to
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Table 3.2: Examples of Impermissible Questions that Require Legal Opinions [41].

Type Permissible questions Impermissible questions
Procedure Can you tell me how to file a small claims

action?
Can you tell me whether it would be better
to file a small claims action or a civil ac-
tion?

Definition What does “certificate of service” mean? My neighbors leave their kids at home all
day without supervision. Isn’t that child ne-
glect?

Forms I need to file for divorce and I have no idea
where to begin. Is there some place I can
go to find out how to get started?

The self-help divorce petition says I should
list any gifts as my separate property.
Should I list the money that my parents
gave me last month as my separate prop-
erty?

Options What can I do if I cannot afford to pay the
filing fee?

My ex-husband hasn’t paid the debts that
he agreed to pay in our divorce settlement.
Can I be made responsible for this debt?

further research in other professional domains. As this research demonstrates how case-based deliberation

methods can unravel complex professional ethics, researchers could adopt similar processes engaging mental

health counselors, financial advisors, or medical professionals. Tapping into the clinical experience and

integrity of practitioners through structured deliberation based on realistic cases can help produce tailored

dimensions and guidelines for responsible AI advice respective to each profession. Building upon this

foundation, our 4-dimension framework—(1) User, (2) Query, (3) AI, and (4) Impact—could be adapted

and applied across various professional domains. The (1) User, (2) AI, and (4) Impact dimensions can be

applied in other domains with minimal modifications. However, the (3) Query dimension requires more

customization to address the typical requests of clients, terminology, and desirable practices in each field.

3.5.5 Limitations and Future Research

Our study has several limitations. First, our expert sample predominantly focused on practitioners familiar

with the US legal system. Ethical considerations around appropriate AI assistance may differ across differ-

ent legal systems and cultures. Second, our participants’ responses are conditioned by their prior experience

with state-of-the-art AI technology, such as ChatGPT empowered by GPT-4. Experts’ evaluations of the ap-

propriateness of AI legal advice may evolve in the future, based on technological innovations, which could

be an avenue for future research. Third, we did not engage end-users like clients of legal services. Future

work can specifically investigate end-user perceptions to compare and contrast with our expert-informed re-
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sults. Finally, while our taxonomy conceptualizes a concrete set of dimensions, how these dimensions could

change the appropriateness of AI responses remains unexplained. This may require larger-scale empirical

analysis on public assessments across diverse pairings of cases and responses.

3.6 Reflection on Co-Design and Democratic Inputs in AI Governance

The experience with our case study and the broader Democratic Inputs to AI program has led me to crit-

ically reflect on the nature of participation in AI governance. Participation in AI governance, as we have

observed, often oscillates between what Kelty describes as an “optative mood”—an enthusiastic belief in

the transformative power of participation—and a “critical mood” that denounces existing efforts as phony

or exploitative [233]. There is often an optimistic push for increased public involvement, followed by cri-

tiques of “participation washing” when these efforts fail to produce substantial changes. Our project, while

demonstrating effective ways of engagement through expert consultation and case-based reasoning, also

encountered the limitations and contradictions inherent in participatory approaches.

Our research successfully gathered valuable input from legal professionals under time constraints, show-

casing an efficient methodology for expert consultation in rapidly evolving technological fields. One sig-

nificant outcome of our study was the increase in awareness among participants of the complex value judg-

ments faced by AI policy makers. As experts grappled with queries and engaged in mutual discussions, they

gained insight into the challenges of balancing diverse perspectives and interests. This process appeared to

empower professional communities, fostering a deeper understanding of AI governance issues. Practitioners

could identify practical challenges and ethical concerns that might not be apparent to policymakers or AI

developers alone.

However, the challenge of translating these insights into lasting and impactful policies remains. First of

all, our approach was resource intensive, and each participant was compensated at $100 per hour. Scaling

such a model presents obvious challenges, highlighting the need for more cost-effective methods of mean-

ingful engagement. Although our focus was on effectively aggregating expert opinions, we encountered the

challenge of reconciling contradictory elements to create a comprehensive representation. This highlights

a key tension: the desire for open discourse and diverse views often conflicts with the need for coherent,

implementable policies.
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Reflecting on Arnstein’s ladder of participation, I recognize that our approach falls short of the full

“partnership.” We reached the “consultation” level, but there was room for implementation of experts’

insights into ongoing governance processes. It remains questionable how to ensure that tech companies

would faithfully implement expert input, especially when it conflicts with commercial interests.

The experience of participating in the Democratic Inputs to AI program provided further insight into the

complexities and challenges of democratizing AI governance. The program, which funded ten diverse teams

to explore various approaches to democratizing AI development, revealed a wide range of interpretations of

what constitutes "democratic inputs." Some teams focused on marginalized communities, others focused on

the broader public, and some, like ours, focused on specific professional groups.

However, this experience also exposed limitations in current approaches to democratizing AI. Many

projects, despite their creative ideas, remained largely in the ideation stage, struggling to move beyond con-

ceptual frameworks to practical implementation. This gap between theory and practice raised questions

about the real-world applicability of these democratization efforts. Moreover, I observed that many projects

focused heavily on the medium of participation, such as developing AI moderators to orchestrate delibera-

tions. The flexible nature of these technology-based participatory schemes, while allowing for easier critique

and modification, raised important questions about their long-term impact and sustainability.

It has prompted me to question both the normative desirability and the practical feasibility of fully

democratizing the process of extracting final policies from participatory inputs. Although the ethos of

democracy might suggest that more participation is always better (such as the Arnstein’s Ladder assuming

the upper level is better), the reality of AI governance is far more complex. The concept of “participation

washing”—engaging in superficial or insincere participatory efforts—is indeed a valid concern. However, I

argue that the solution is not simply to demand more participation or to criticize efforts that fall short of full

democratization. Such a view oversimplifies the complex nature of AI governance and may, paradoxically,

hinder effective policy-making.

Internal policy-making in AI governance invariably involves value judgments and the need to prioritize

conflicting values. These decisions often require nuanced judgment calls that must be made by the service

providers who are ultimately responsible for market outcomes and legal compliance. The push for maximiz-

ing participation, while well-intentioned, may overlook the fact that these providers possess unique insights
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into the technical constraints, market dynamics, and regulatory landscape that shape AI development and

deployment. This perspective is not to diminish the value of public input or expert consultation, but to recog-

nize the complex realities of translating diverse inputs into actionable policies within specific organizational

and regulatory contexts.

This perspective challenges the notion that maximizing participation or achieving full democratization

should be the ultimate goal of AI governance. Instead, it suggests a more nuanced approach that recognizes

the vital role of expert judgment and the realities of corporate responsibility in the AI ecosystem. The aim

should be to foster meaningful and strategic participation that genuinely informs and improves AI gover-

nance, while acknowledging the necessary role of service providers in making final, accountable decisions.
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Chapter 4

Case Study 2: Co-Regulating Online

Content in South Korea

4.1 Background

This study examines how South Korea’s unique co-regulatory approach to online content moderation, which

involves collaboration among industry stakeholders, government, and civil society, can provide lessons for

the development of multi-stakeholder AI governance models that balance competing interests and adapt to

evolving challenges.1

Currently, AI governance relies on a patchwork of conventional regulatory approaches, including limited

hard laws in the EU and China, divergent court cases in the US, and companies’ internal policies and

contracts. However, AI systems are incredibly complex and no single entity possesses the ultimate expertise

or legitimacy to unilaterally make and implement value-oriented safety norms. As AI systems continue to

develop and their impact broadens, the need for coordinated multi-stakeholder efforts to ensure AI safety

and fairness is likely to grow. In light of these challenges, alternative governance models that can effectively

manage complex technological systems become increasingly relevant.

Given that AI is still evolving and its future trajectory remains uncertain, discussions about co-regulatory

1This research was conducted in collaboration with Prof. Pardis Emami-Naeini and Prof. Tadayoshi Kohno. They provided
guidance on research methodology, qualitative analysis, and focus refinement. Their insights were key in contextualizing the South
Korean work within broader online harm mitigation strategies.
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governance in AI—which requires significant time and resources to steer and coordinate differently-situated

stakeholders towards a common goal—have not yet gained prominence. In this context, learning from

time-tested wisdom in adjacent fields can save valuable time and help identify key considerations upfront,

potentially avoiding costly mistakes. This is where the examination of South Korea’s co-regulatory system

for online content proves particularly valuable, serving as a springboard to inform the development of AI

governance frameworks.

While the contexts of content moderation and AI governance differ, both fields face similar challenges in

balancing diverse stakeholder interests, adapting to rapid technological changes, and negotiating the bound-

aries between individual rights and collective safety. The lessons learned from South Korea’s approach to

content moderation may offer valuable perspectives on how to structure collaborative, adaptive governance

systems for AI. By drawing these parallels, this study aims to contribute insights that could help shape future

approaches to governing complex technological systems in diverse global contexts.

The concept of online content co-regulation may be unfamiliar to Western readers, as scholarship on

content moderation has predominantly been West-centric. This research has typically focused on global

platforms like Twitter and Facebook [88, 397], Google [258], Wikipedia [399], and LinkedIn [321], ex-

ploring governance models spanning community self-moderation [399, 361], crowd-sourcing [384, 152]

or participatory systems for marginalized groups [346, 89, 292, 339]. However, co-regulatory models that

involve both public and private actors in implementing universal rules across different platforms have strug-

gled to gain significant interest due to varying free speech laws and internet regulations across countries, as

well as platforms’ reluctance to relinquish decision-making power to external bodies.

This Western perspective on content moderation may not align with collectivist cultures found in coun-

tries such as South Korea, Singapore, and China [382, 311, 70, 353]. These societies often balance individual

speech against common interests, leading to different perspectives on the roles of government and corporate

entities in content governance. In South Korea, this cultural context has fostered a unique co-regulatory ap-

proach to online content moderation. This model involves cross-platform bodies that create and implement

collective rules with the support of the government and civil society, reflecting a broader social emphasis on

collaborative decision-making and shared responsibility. The lessons learned from South Korea’s approach

to content moderation may offer valuable perspectives on how to structure collaborative governance systems
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for AI. This research addresses the following questions:

• What is online content co-regulation, and how does it fit within the broader context of content modera-

tion scholarship?

• How does South Korea’s online content co-regulation operate in practice, and what factors contribute

to the varying outcomes of co-regulatory systems across different content industries?

• What lessons can be drawn from South Korea’s co-regulatory model for the development of multi-

stakeholder AI governance frameworks?

To address these questions, this study combines an analysis of content moderation and collaborative gov-

ernance literature with an in-depth qualitative investigation of two distinct industries: online news and web

comics (known as “Webtoons” in South Korea). These two industries were selected due to their significant

cultural impact, widespread consumption, and contrasting relationships with major online platforms, offer-

ing rich insights into the dynamics of content co-regulation in South Korea. Our methodology integrates

semi-structured interviews with 15 key stakeholders, including full-time content creators, government offi-

cials, and platform executives. This approach allows us to explore the factors that shape governance efficacy

and outcomes under different conditions.

The study’s theoretical framework is grounded in Ansell & Gash’s work [76] (Fig. 4.1), prominent

in the public policy discipline, which provides a structured approach to analyzing the complex dynamics

of collaborative governance. By applying this model to South Korea’s co-regulatory systems, we aim to

identify key factors contributing to successful collaborative governance in content moderation.

This study makes three key contributions. First, it de-centers Western individualistic assumptions in

content moderation scholarship through an in-depth qualitative study of collective governance in South Ko-

rea. By applying Ansell & Gash’s theory [76] to real-world data, it assesses the operationalization of readily

existing theories of collaborative governance principles for content moderation. Second, it provides a more

complex and nuanced understanding of the balance of free expression and harm prevention in collabora-

tive processes. Other than institutional design principles—e.g., stable funding, inclusion of members—our

study found that trust among industry stakeholders and normative justifications (no challenges in courts,

government validation) were paramount, even outweighing idealized designs.

Third, it discusses implications and recommendations for researching and developing AI governance
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Figure 4.1: Ansell & Gash’s model of Collaborative Governance [76]
.

models that go beyond the current focus on individual companies or government regulations. By examining

the successes and challenges of South Korea’s co-regulatory approach to online content moderation, this

study highlights the potential for multistakeholder collaboration in AI governance, which could contribute

to balancing competing interests, ensuring public trust, and addressing the evolving challenges posed by

AI technologies. The insights from this study can inform the design and implementation of AI governance

frameworks that prioritize collective decision making, building trust among stakeholders, and the establish-

ment of shared norms and values.

4.2 Methods

This study employs a multi-method approach to investigate the co-regulation of online content in South Ko-

rea, focusing on the news and web comics industries. Ansell & Gash’s collaborative governance framework

provides a theoretical lens through which to analyze the complex dynamics of multi-stakeholder gover-

nance. To demystify co-regulation and contextualize this study, we developed a typology of content moder-

ation approaches, identifying four main categories: multistakeholder moderation (including Co-regulation),
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platform-wide moderation, community-driven moderation, and user-level moderation. Within this frame-

work, we defined co-regulation as a governance model where multiple platforms delegate decision-making

roles to a cross-platform body with explicit or implicit government support. This approach stands in contrast

to platform-centric or purely user-driven moderation strategies.

Our methodology integrated in-depth interviews with 15 key stakeholders (including content creators,

platform executives, co-regulatory board members, and government officials), field observations, document

analysis, and comparative historical analysis. By applying Ansell & Gash’s theory to our empirical data, we

examined how starting conditions, institutional design, facilitative leadership, and collaborative processes

interacted to shape the effectiveness of co-regulatory efforts in South Korea’s unique cultural and political

context.

4.2.1 Research Focus: Online News and Web Comics

Online news and web comics were chosen as the focus of this research for several reasons. First, these

two content types are among the most widely consumed in South Korea, with people often seen scrolling

through web comics and online news during their daily commutes. Web comics, in particular, have become

a significant part of popular culture across demographic segments, as evidenced by Naver Webtoon’s suc-

cessful IPO on the NASDAQ in 2024. Second, both news reporters and comic artists are keenly aware of

and value their freedom of expression, making them interesting subjects for studying content moderation

and co-regulation. Third, both news and comics have raised societal concerns: misinformation and branded

content in the case of news, and violence or nudity in comics, which have drawn criticism from child safety

advocates due to their popularity among youth.

Fourth, both online news and web comics are hosted by major online platforms, Naver and Kakao,

but these platforms have formed contrasting relationships with news institutions (adversarial) and comic

artists (collaborative). This contrast provides a meaningful opportunity to explore how different industry-

specific conditions affect the outcome of co-regulation. Finally, both industries are heavily involved with

the Ministry of Culture, Sports, and Tourism, where I worked as a deputy director for four years. It al-

lowed me to leverage my personal network to reach insiders representing four different perspectives within

each co-regulatory system: creators, platforms, government officials, and co-regulatory boards. This ac-
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cess to diverse viewpoints provided a nuanced understanding of the challenges and opportunities in content

moderation and co-regulation within these industries.

4.2.2 Theoretical Framework

Collaborative governance has a rich interdisciplinary history spanning law, public policy, political science,

and economics, exploring how to align diverse stakeholders in pursuit of the collective good [299, 298,

305, 306, 156, 303, 110, 393, 162, 295]. For example, Ostrom’s work [304, 305, 306] defines governance

as jointly determined norms and rules shaping group behavior, addressing how local self-governing insti-

tutions balance individual interests with sustaining cooperation. While most applications of collaborative

governance have focused on common pool resources such as water and energy [304, 156, 303, 295, 162],

emerging research is now exploring its application to digital governance, including content moderation [309,

371, 245, 155, 293, 160, 285].

Among various theories on collaborative governance, this study finds Ansell & Gash’s model [76],

depicted in Figure 4.1, particularly useful for understanding stakeholder collaboration in policy-making and

implementation. This model considers power dynamics among stakeholders and emphasizes trust-building,

allowing us to explore how these factors influence the effectiveness of South Korea’s co-regulatory bodies.

It also includes “prehistory of cooperation or conflict” as a starting condition, enabling us to consider the

distinct stakeholder dynamics involved in shaping current co-regulatory efforts with respect to news and

web comics. While widely applied in various fields, this model’s application to online content moderation,

particularly in non-Western contexts, remains limited. Our study aims to bridge this gap by applying Ansell

& Gash’s framework to online content co-regulation in South Korea, focusing on four key variables that

influence the success of collaborative governance:

1. Starting conditions: These include power-resource-knowledge asymmetries, incentives for and con-

straints on participation, and the prehistory of cooperation or conflict.

2. Institutional design: This encompasses participatory inclusiveness, forum exclusiveness, clear ground

rules, and process transparency.

3. Facilitative leadership: Strong leadership is crucial in bringing stakeholders together, setting and

maintaining clear ground rules, building trust, facilitating dialogue, and exploring mutual gains.
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4. Collaborative process: This is the core of the model, involving face-to-face dialogue, trust building,

commitment to the process, shared understanding, and intermediate outcomes.

In the realm of online content moderation, collaborative governance faces unique challenges. Unlike tra-

ditional common pool resources, online speech involves complex issues of individual rights, cultural norms,

and rapidly evolving technological landscapes. The power dynamics among stakeholders in online content

governance differ significantly from those in traditional static governance scenarios. Tech platforms wield

considerable influence, often transcending national boundaries, while governments grapple with regulating

entities that operate beyond their jurisdictions. Civil society organizations and individual users, despite

being key stakeholders, often find themselves at a power disadvantage.

4.2.3 Interviews

From September 2021 to March 2022, we conducted in-depth interviews with fifteen individuals who are

deeply involved in shaping and sustaining the co-regulation of online content. We began by reaching out

to government agencies and personal contacts in the content industry, explaining our research interest in

online content regulation, particularly in the procedures and structures of co-regulatory governance. Using

snowball sampling, the initial interviewees introduced us to others in the industry, civil society, and academia

who were knowledgeable and experienced in this field. The interviews were loosely-structured, not strictly

following a specific order, however, general interview questions are available in Appendix B.

Table 1 presents the different categories of individuals interviewed and their roles in the co-regulation

process. The interviewees included content creators, online platform executives, co-regulatory board mem-

bers and directors, and government officials, each playing distinct roles in co-regulation. Among the inter-

viewees, 2 were women, 11 were men, and 2 did not want to identify their gender.

4.2.4 Observations and Documentations

To supplement the interviews, we conducted observations and reviewed documentation from news outlets,

relevant laws and regulations, legislative discourse, and public reports released by co-regulatory boards be-

tween 2021 and 2023. Public reports included minutes of board meetings, board-made rules and appendices,

annual reports, news releases, and budgets. This process provided the thorough background information
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Table 4.1: Co-regulation Contributors in South Korea (Total Count: 15)

Category Participants Roles Main job at present
Content Creators P1, P2,

P9, P10
Make referrals to appoint co-
regulatory board members; Gather
creators’ inputs to influence co-
regulation decision-making; advocate
for the freedom of expression; orga-
nize collective action if necessary

Broadcast or newspaper
journalist; editor; web
comics artist

Online Platform Ex-
ecutives

P5, P6,
P12, P13

Oversee the safety teams or legal
teams housed in major online plat-
forms with millions of active users;
represent platforms’ interests in co-
regulatory decision-making; often
prioritize to settle user complaints
quickly and smoothly; make financial
contributions to co-regulation; view
participation in co-regulation as com-
pliance and PR efforts to avoid more
stringent regulations

CEO; legal counsel; safe-
ty/content lead

Co-regulatory Board
Members and Direc-
tors

P3, P4,
P7, P11

Make decisions about rule-making
and enforcement; board members re-
ceive hourly compensations for their
time while having other full-time
jobs; often struggle with lack of hu-
man and financial resources

Professor; lawyer; full-
time director for the board

Government Officials P8, P14,
P15

Oversee the functioning of the co-
regulatory board according to the law;
respond to political pressure to be
more stringent about online harms;
sometimes allocate the annual budget
to support co-regulation

Director general, director,
and deputy director in gov-
ernment agencies

necessary to better understand how the board operates, how each case was resolved, and how the rules have

been updated over time, which could not be fully covered by time-limited interviews. During fieldwork,

some participants demonstrated their internal case handling systems, providing an additional opportunity to

compare what our participants said in the context of the interview with their actual practices.

In 2022, a significant controversy emerged over how to combat misinformation and undisclosed branded

content in online news. The existing co-regulatory board had dealt exclusively with defamation claims,

not necessarily addressing the accuracy or financial sources of news articles. Various policy proposals

were made during this time, allowing me to understand the public assessment of the current co-regulatory
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structure and providing an opportunity to inquire participants about why the current board should or should

not exercise regulatory controls to combat misinformation.

4.2.5 Analytical Approach

In addition to our primary data collection through interviews and observations, we conducted an extensive

analysis of normative and practical challenges associated with co-regulation models. This analysis drew

upon historical and contemporary examples from the United States and global contexts, allowing us to

situate our findings within a broader theoretical and practical framework. Our analytical approach involved:

• Historical case studies: We examined past attempts at co-regulation in the media and technology sec-

tors, including examples such as the National Association of Broadcasters (NAB) Code, the National

News Council (NNC), and the Internet Content Rating Association (ICRA).

• Comparative analysis: We compared co-regulatory models across different jurisdictions, focusing on

their strengths, weaknesses, and outcomes.

• Legal and policy review: We analyzed relevant legal frameworks, including First Amendment consid-

erations in the US and the antitrust implications of cross-platform collaborations.

• Stakeholder incentive analysis: We examined the motivations and potential reluctance of different stake-

holders to participate in co-regulatory frameworks.

• Practical implementation challenges: We identified and analyzed key operational challenges such as

funding mechanisms, rule-making processes, and enforcement issues.

This approach contextualized our primary research findings within the broader landscape of co-regulation

attempts and challenges. Reflecting on both successful and unsuccessful cases, this study gained insights

into the potential effectiveness and limitations of co-regulatory models.

4.2.6 Ethics

This research received an exemption from the University of Washington’s IRB, but we followed procedures

for human research studies. All identifiable personal information was anonymized in the transcripts. Be-

cause some participants were very reluctant to reveal any traceable details due to non-disclosure agreement

with their employers or the political sensitivity of issues, we have intentionally obscured some details that
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the participants wanted to keep confidential. The participants were compensated with a 30,000 KRW gift

card (22 US dollars) that exceeded the minimum hourly wage in South Korea (9,620 KRW). Some of them

refused a gift due to their organization’s policy. The participants were informed that they could stop or pause

the interview at any time. After the interview, the complete transcripts were provided for them to review.

4.3 Situating Co-Regulation Within Content Moderation Paradigms

Online content co-regulation might be foreign to Western readers, especially in the US, where the free

speech doctrine strictly forbids government intervention in content moderation. Content moderation is “the

governance mechanisms that structure participation in a community to facilitate cooperation and prevent

abuse.” [201]. Its primary aims are to facilitate cooperation among users and prevent abusive behaviors

that may cause harm. To clarify and contextualize co-regulation within content moderation scholarship, this

study categorizes content moderation into four types: platform-wide moderation, community-driven moder-

ation, user-level moderation, and multistakeholder moderation. Figure 4.2 illustrates these four categories.

Platform-wide moderation. Individual platforms like Facebook, and Twitter set and enforce their own

content rules [193]. The majority of large-scale platforms today use a combination of proactive algorithmic

filtering, user-reported offensive content, and human moderation for oversight [167, 243, 87, 131, 421, 119].

However, some criticize the centralized control and arbitrary nature of platform policies. In 2005, Thomas

Friedman famously depicted eBay as a “self-governing nation-state” armed with its feedback system and

vigorous community norms [180]. Mark Zuckerberg concurred, “In a lot of ways, Facebook is more like a

government than a traditional company.” [173] Meta’s Oversight Board is an interesting governance experi-

ment within platform-wide content moderation that invites external experts to provide opinions on difficult

matters and operates independently from the company’s decisions. Meta voluntarily divest itself of part of

its power to uphold procedural justice and build user trust, which was a long-term strategy for continued

economic growth [245].

Community-driven moderation. As opposed to centralized, top-down, automated-technology-reliant con-

tent moderation, some platforms such as Wikipedia, Reddit, and Facebook Groups, have taken a more de-
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Figure 4.2: Typology of Content Moderation

centralized approach to moderation decisions, relying on their community members to monitor, report, and

enforce content policies [399, 347]. Furthermore, in the online game Minecraft, or other federated services

like Mastodon, users can join private servers that have their own rules and moderators [333, 167].

User-level moderation. Personalized moderation allows individual users to customize and filter content

based on personal preferences through platform tools like Instagram Safe or third-party browser plug-

ins [256, 257, 14]. The goal is to enable protection from harmful/unwanted content tailored to individ-

ual needs. An example tool called Squadbox was developed to enable crowdsourced filtering of incoming

messages by trusted friends [276].

Multi-stakeholder moderation. This approach acknowledges that content moderation is not solely the

responsibility of individual platforms but a broader issue that necessitates collective action. Thus, content

moderation involves collaboration among various stakeholders, including platforms, users, civil society or-

ganizations, and/or government actors, to develop and enforce industry-wide content standards. When the

formulation of such governance is facilitated by external force, it becomes similar to meta-regulation, re-

flecting the fact that “outside regulators deliberately–rather than unintentionally–seek to induce targets to

develop their own internal, self-regulatory responses to public problems” [135].
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There have been several attempts at collectively combating online harms. An example is the Internet

Content Rating Association (ICRA), which encouraged website owners to voluntarily label their websites

to help parents determine whether the site was appropriate for them or their children [78]. However, despite

widespread backing from industry (Microsoft) and governments (US and EU) [30], the ICRA failed to

achieve its goal and closed in 2010 [78] as it failed to convince its own members, not to mention hundreds

of thousands of website owners, to make small changes on their websites for the social good. It possessed no

enforcement tools, and the IRAC failed to answer the question “why bother?”. Similar participant attrition

also occurred with respect to self-regulation of online privacy [141, 213, 191].

There have also been more successful voluntary industry-led efforts. PhotoDNA is a digital image

analysis technology developed by Microsoft in 2009 to create a unique digital “fingerprint” of an image,

which can then be compared against a database of child sexual abuse material (CSAM), to identify and

remove any matches. [280]. It has been widely adopted by tech companies (Facebook, Twitter, and Google)

and nonprofit organizations (e.g., the National Center for Missing and Exploited Children) [154]. Simi-

larly, Facebook, Microsoft, Twitter, and YouTube created the Global Internet Forum to Counterterrorism

(GIFCT) in 2017 to combat terrorism and violent extremism online by creating shared database [386]. The

organization has since grown to include many other companies, NGOs, and government bodies but there

are arguments about private platforms’ authority to define highly-contested types [281, 232] and the lack of

transparency and public oversight in the GIFCT [390].

Co-regulation as multi-stakeholder moderation. Online content co-regulation is a form of multistake-

holder moderation. In this model, cross-platform bodies make and implement collective rules with the

involvement of multiple stakeholders, including government and civil society. Government support can take

various forms, ranging from explicit to implicit. There may be laws or regulations that explicitly empower

cross-platform bodies to make decisions on certain matters related to content moderation. Alternatively,

the government may provide financial support to these bodies, ensuring their operational stability and inde-

pendence from individual platform interests. In some cases, the government might establish a broad policy

framework within which these bodies operate, setting general guidelines or objectives without directly con-

trolling day-to-day decisions. There are also instances where the government’s role might be more passive,

implicitly endorsing the co-regulatory body’s authority through recognition or cooperation.
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This approach reflects a more collectivist cultural perspective that seeks to balance individual expression

with societal interests. Unlike the strict separation between government and content moderation seen in

some Western contexts, co-regulation acknowledges a role for governmental involvement in shaping the

overall structure of online content governance, while still maintaining a degree of independence in decision-

making processes. This model allows for a more collaborative approach to addressing complex issues of

online content moderation, leveraging the expertise and resources of multiple stakeholders to create more

comprehensive and culturally appropriate solutions.

4.4 Overview of South Korea’s Content Co-Regulation

South Korea has developed a distinctive approach to online content governance, balancing free speech pro-

tections with efforts to mitigate potential harms in the digital space. This section explores the evolution of

content regulation in South Korea, tracing its journey from historical censorship to the current co-regulatory

mechanisms. We begin by examining the country’s complex history regarding freedom of speech, including

constitutional provisions and the impact of authoritarian regimes. The discussion then moves to the chal-

lenges posed by the internet era and South Korea’s unique geopolitical situation. Finally, we introduce two

co-regulatory approaches in prominent digital media sectors—online news and web comics.

4.4.1 Content Regulatory Landscape in South Korea

South Korea’s journey towards freedom of speech reflects a complex interplay of historical, cultural, and

political factors, presenting a stark contrast to Western nations with longer-established traditions of free

expression [311]. The country’s first free speech clause, enshrined in the 1919 Provisional Charter of Korea

during Japanese colonial rule (1910-1945), marked a significant departure from the traditional monarchy

of the Joseon dynasty, which did not recognize freedom of speech. Article 21 of the current South Korean

Constitution states:

• (1) All citizens shall enjoy freedom of speech and the press, and freedom of assembly and association.

• (2) Licensing or censorship of speech and the press, and licensing of assembly and association shall not

be recognized.
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• (3) The standards of news service and broadcast facilities and matters necessary to ensure the functions

of newspapers shall be determined by Act.

• (4) Neither speech nor the press shall violate the honor or rights of other persons nor undermine public

morals or social ethics. Should speech or the press violate the honor or rights of other persons, claims

may be made for the damage resulting therefrom.

However, it is noteworthy that Article 21(4) allows content-based regulations to prevent harm to others

or uphold public morals, a provision that has provided the grounds for more restrictive speech policies

compared to countries like the United States. South Korea’s path to free speech has been fraught with

various challenges. From the 1950s to the 1980s, the country experienced multiple military coups and

authoritarian regimes, during which the constitutional guarantees of free speech were largely symbolic.

Under these dictatorships, the government wielded extensive censorship powers, and numerous students,

activists, and journalists faced arrest, sentencing, and torture for expressing pro-democracy views.

The year 1989 marked a turning point in South Korea’s official “liberalization.” This period saw a

gradual relaxation of speech regulations, coinciding with the rise of the internet in the 1990s. However,

this technological advancement brought new challenges such as the rapid spread of potentially harmful

content online. Moreover, South Korea’s approach to content regulation continues to be influenced by its

unique geopolitical situation: the ongoing state of war with North Korea necessitates careful consideration

of national security concerns. This balancing act is evident in the powers granted to bodies such as the

Korea Communications Standards Commission (KCSC), a regulatory agency that can order the blocking of

content deemed illegal, including material considered defamatory, dangerous to youth, or posing a threat

to national security [59]. While free speech advocacy groups like the Electronic Frontier Foundation have

criticized these “substantial controls on online communications” [417], Korean courts have generally upheld

such regulatory measures.

The tension between advocates for free speech and those prioritizing online safety has led to a unique

regulatory landscape in South Korea. While courts have validated various forms of government involvement

in online content moderation—a stark contrast to the U.S. approach—there has been a growing recogni-

tion of the need for more nuanced and flexible regulatory mechanisms. This recognition comes from both

traditional regulatory agencies, reluctant to directly intervene in online content and face public backlash,
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and companies, wary of making individual decisions on politically sensitive matters. Underpinning this ap-

proach is a collectivist view that the “appropriateness” of content should be defined collectively, rather than

by a single entity.

4.4.2 Co-regulation of Online News

During the authoritarian regime, newspapers were subject to government control over their reporting. The

number of newspapers in the country has grown significantly—from 32 in 1987 [28] to 5,078 in 2022 [176]—

since censorship of the newspaper publishing industry was eased. Since then, the government has demon-

strated its commitment to preserving freedom of the press by excluding online news articles from the juris-

diction of the Korea Communications Standards Commission (KCSC).

Newspapers have operated several, unsuccessful co-regulatorty systems for over several decades: the

Korea Press Ethics Commission (PEC) for larger media organizations and the Internet Newspapers Com-

mittee (INC) for smaller, online-only publishers. Both bodies are constituted of news industry associations

and receive annual support of 7.5 billion KRW (about 600,000 dollars) from the Ministry of Culture, Sports,

and Tourism (MCST). News associations are responsible for operating both the PEC and INC and neither

the government nor online platforms involve in their businesses. Although these institutions have substanti-

ated their efficacy in regulating election polls and graphic content, journalists have expressed dissatisfaction

with the effectiveness of these entities, as the imposition of simple “warnings” is often ignored by media

outlets. Some of them were not even aware of the existence of such entities. This concern led to calls from

some members of the National Assembly to defund both the PEC and INC.

In 2020, the National Assembly voted on a proposed law that aimed to introduce punitive damages for

harm caused by false or manipulated news reports, also known as the “fake news law.” [127]. This law was

met with strong opposition from journalists, which ultimately prevented its passage. In response, journalists

have committed to either improving the existing co-regulatory bodies or establishing a new, more effective

co-regulation by getting platforms involved in an enforcement process. As of 2024, the debate surrounding

the co-regulatory reform continues.
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4.4.3 Co-regulation of Web Comics

In contrast to the news, comics were an area where free speech was not widely respected even after the au-

thoritarian regime was overthrown in part because they were considered “sub-culture.” (P9). As web comics

gained a great popularity with the rise of mobile technology, civic groups expressed their concerns [236]

and, in 2012, the KCSC issued a notice to webtoon platforms to restrict the access of minors to violent

webtoons. This notice led to a large-scale protest among comic artists, resulting in the “Agreement for

Self-regulation” between the KCSC and the Korean Comics Artists Association (KCAA) in 2012.

In 2017, the KCAA, in partnership with nine major webtoon platforms, established the Advisory Council

on Webtoon Content (ACW). The KCAA holds the sole authority to run the ACW and the platforms pay for

its operations. The ACW handles complaints about webtoons that have been forwarded by the KCSC. The

ACW evaluates each complaint based on its guidelines and gives advisory opinions to the platforms, such as

adjusting the rating or making the content inaccessible to minors. The ACW has faced occasional objections

from the platforms, but the majority have ultimately accepted the ACW’s opinions, according to the head of

the ACW (P11). Webtoon artists and platforms view the ACW as a crucial entity to safeguard the industry

from censorship and speak highly of its performance. The director of the KCSC (P14) expressed concerns

about the ACW’s growing leniency toward artists but confirmed their willingness to maintain the current

collaboration with the ACW.

4.5 Qualitative Analysis of Co-Regulatory Frameworks

This section presents a comprehensive analysis of collaborative governance in South Korea’s news and

web comics sectors. Drawing on Ansell & Gash’s framework, our investigation encompasses key elements

of collaborative governance, including starting conditions, institutional design, facilitative leadership, and

the collaborative process itself. Through in-depth interviews with stakeholders and careful examination of

industry practices, we uncovered the factors that contribute to the success of co-regulation in the web comics

industry and the challenges faced in the news sector. This analysis not only provides valuable insights into

the practical application of collaborative governance theory but also offers lessons for policymakers and

industry leaders grappling with content moderation challenges in the digital age. By comparing these two
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industries, our aim was to illuminate the nuances of implementing effective co-regulatory frameworks and

identify areas where existing theoretical models may be refined or extended.

4.5.1 Starting Conditions

Power/Resource Imbalances Ansell & Gash argue that power imbalances among stakeholders can hinder

effective collaborative governance, and if significant disparities in capacity, resources, or representation

exist, the process may favor stronger actors [76]. To address this issue, they suggest that collaborative

governance requires a commitment to empowering and representing weaker or disadvantaged stakeholders.

Our interviews revealed the overwhelming presence and influence of online platforms in the production and

consumption of online content in South Korea. The lower cost of entry has led to an meteoric increase

in creators, with over 10,000 media companies and 2,000 webtoon creators competing for users’ attention.

Participants highlighted the centralized power of online platforms, with more than 90% of users consuming

news articles and webtoons through major platforms like Naver and Kakao. These platforms make crucial

decisions by amplifying or de-platforming content, significantly impacting creators’ success.

Power imbalances exist not only between online platforms and creators but also among different cre-

ator groups. In the news industry, there are disparities between legal media and small online-only news

media, while in the web comics industry, well-established comic artists and emerging artists face different

challenges. The distribution of power among online platforms also varies, particularly in the web comics

industry, where Naver and Kakao dominate the market, leaving smaller specialized websites with a minor

share.

The composition of co-regulatory bodies in these industries reflects the power dynamics at play. As

of 2024, the Press Ethics Commission (PEC) has 214 member news organizations, and the Internet News

Committee (INC) has 833 online news organization members. However, neither includes online platforms

as members, as these creator-driven organizations only make rules applied to creator groups. In contrast, the

Advisory Council on Webtoon Content (ACW) has eight member online comics platforms, including Naver

and Kakao.

Despite broader participation of news organizations in co-regulation, the impact is limited due to several

factors:
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• a) Fragmented nature of the industry: The large number of news organizations involved in the PEC

and INC may hinder effective decision-making and enforcement. Consensus becomes more difficult to

achieve among numerous stakeholders with potentially conflicting interests.

• b) Absence of online platforms: The exclusion of online platforms from these bodies creates a signifi-

cant gap in the regulatory framework. As primary distributors of news content, their absence limits the

effectiveness of any decisions or guidelines established by the PEC or INC.

• c) Diffused responsibility: This fragmentation has led to the limited impact of co-regulatory efforts. P1,

a news reporter with more than ten years of experience, states: “I have never felt the presence of either

PEC in reality, although I was told they were there since the 1960s. That is why I am skeptical about

news co-regulation in general.”

In contrast, the ACW’s inclusion of major online platforms like Naver and Kakao together with the

support of creator groups has fostered a more cohesive and impactful co-regulatory environment:

• a) Inclusive approach: This ensures that all key stakeholders have a voice in the regulatory process,

leading to more effective and widely accepted guidelines.

• b) Active platform participation: Naver and Kakao act as distributors for webtoon artists, replacing

traditional print comic books. They fund, support, and comply with co-regulatory bodies’ decisions

while being mindful not to overstep the territory of artists.

• c) Positive reception: This accommodating approach has been well-received by artists. P10, a web

comics artist, appreciates the platform editors’ input in helping creators manage potential controversies.

Despite its relative success, the web comics industry still faces some challenges. There are tensions

between mainstream and niche content: P11, a web comics co-regulator, emphasized that while major

platforms’ titles often do not raise concerns due to their broader readership, web comics on smaller platforms

targeting mature audiences frequently draw complaints from the public. P10, an artist of adult comics,

expressed frustration with overly ethical standards imposed on adult-only content and called for more room

for creativity.

In conclusion, the power imbalances between online platforms and creators, as well as among different

creator groups, pose significant challenges for effective co-regulation in the online content industry. The

centralized power of major platforms like Naver and Kakao, coupled with the fragmented nature of news
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organizations, limits the impact of co-regulation in the news industry. In contrast, the web comics industry

has seen more success in co-regulation due to the active involvement and considerate approach of major

platforms, despite some tensions between mainstream and niche content creators. These findings highlight

the importance of addressing power imbalances and ensuring inclusive stakeholder participation for effective

collaborative governance in digital content industries.

Incentive to Participate Ansell & Gash argue that stakeholders’ incentives to participate in collaborative

governance depend on the perceived impact of their participation, the availability of alternative venues, and

the degree of interdependence among stakeholders [76]. They suggest that collaborative governance is most

effective when stakeholders are highly interdependent and when the collaborative forum is the exclusive

venue for decision-making. This requires sponsors to ensure that alternative forums (courts, legislators, and

executives) respect and honor the outcomes of the collaborative process, establishing the "shadow of the

state" [76].

This framework reveals the differences between the news and web comics industries. The Press Ethics

Commission (PEC) and the Internet News Committee (INC) primarily evaluate readers’ complaints re-

garding ethical violations in news articles. Their guidelines cover a broad range of journalistic principles,

including accuracy, fairness, non-discrimination, copyright protection, conflict of interest avoidance, and

clear separation of news and advertising. Despite having the authority to impose penalties up to 10 million

KRW (approximately 8,000 USD), the PEC has consistently refrained from exercising this power. The PEC

and INC primarily function to evaluate readers’ complaints regarding ethical violations in news articles.

Their ethical guidelines encompass a wide range of journalistic principles, including ensuring accuracy and

fairness in reporting, upholding non-discrimination standards, protecting copyright, avoiding conflicts of

interest, and maintaining a clear distinction between news content and advertising. Despite possessing the

authority to impose penalties of up to 10 million KRW (approximately 8,000 USD), the PEC has consistently

refrained from exercising this power.

Table 4.2 illustrates the PEC’s tendency towards lenient punishment, suggesting ineffective disciplinary

actions. Although PEC and INC decisions are published online, cautions and warnings carry little weight

for news organizations or individual reporters. P2 reported that news editors often disregarded letters from
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Year Cancellation Dismissal Caution Warning Public Warning Total
2022 - 26 794 - 68 5
2021 1 14 802 - 48 4
2020 4 - 482 8 - 494
2019 1 - 531 7 - 539
2018 1 28 172 - 82 2
Total 7 5 2,989 23 0 3,024

Table 4.2: PEC Regulatory Actions on News Articles from 2018 to 2022

these regulatory bodies, sometimes not even forwarding them to the journalists who wrote the articles.

This ineffectiveness largely stems from the availability of alternative, more potent forums for complainants,

such as courts and alternative dispute resolution mechanisms. Section 4.5.2 explains more about forum

exclusivity.

The interdependence between creators and platforms varies significantly between the news and web

comics industries. In the web comics sector, platforms and artists form a symbiotic relationship, with plat-

forms acting as a hybrid of distribution channel and production studio. While artists retain the copyright,

platforms have exclusive rights for domestic and international promotion. P15, a government official in-

volved in both news and web comics industries, explains, “The distribution structure differs between web

comics and news. Web comic artists or production companies rarely operate their own distribution chan-

nels, relying heavily on portals or specialized platforms. In contrast, news organizations distribute articles

through their websites and apps, with portals serving as secondary channels. Consequently, platforms are

integral to content regulation in web comics but not in news.”

When the ACW issues a decision, platforms discuss it with the artists, make agreed-upon adjustments,

and report back to the ACW. P10, a web comics artist, expressed appreciation for this collaborative approach:

P10 (web comics artist): “I value platform editors’ input as they protect both platforms and cre-

ators. Creators can sometimes be detached from societal norms and less attuned to social issues.

Their insights help us manage potential risks of inadvertently causing controversies.”

In contrast, online platforms hosting news content have limited influence over editorial decisions. They

may terminate contracts with news organizations for breaches or remove illegal content, but they cannot

edit news articles to enhance truthfulness, reduce defamation, or mitigate commercialization. Consequently,

platforms are excluded from news co-regulation bodies like the PEC and INC. Interdependence among news
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organizations is low, while comic artists often collaborate to advocate for shared interests. Interviewees

attributed this difference to three factors:

1. Professional privilege: Unlike journalists, comic artists lack historical societal privilege and share a

bond as being part of a long-stigmatized subculture.

2. Market competition: News reporters compete for breaking stories, while comic artists operate in diverse

sub-genres, reducing direct competition.

3. Content judgment: News co-regulators face challenges in discerning false or deceptive articles, assess-

ing factual accuracy, and identifying misleading sponsored content.

Furthermore, for web comics, the ACW serves as the exclusive forum for rating decisions, bolstered

by the "shadow of the state" through its agreement with the Korea Communications Standards Commission

(KCSC). Both platforms and artists recognize that the KCSC can intervene if co-regulation fails to meet

public standards. This arrangement enhances the incentive for meaningful participation in the collaborative

governance process for web comics. Conversely, due to the principle of freedom of the press, as P14, a

director at the KCSC confirms that neither the KCSC nor any other executive agencies have regulatory

power over news articles, and there is no clear causal connection between the decisions of PEC/INC and

court rulings. Therefore, the news industry lacks the “shadow of the state” that incentivizes participation in

the web comics sector.

This absence of state oversight in news co-regulation and the lack of exclusive forum status for the PEC

and INC have rendered collaborative governance largely symbolic. P8, a government official with extensive

experience in media regulation, notes: “Without tangible consequences for non-compliance or clear benefits

for participation, many news organizations view co-regulation as an optional, often inconsequential process.

This perception significantly hampers the potential for meaningful collaborative governance in the news

sector.” This situation raises important questions about how to design effective co-regulatory systems for

industries where direct state intervention is constitutionally limited.

Prehistory of Antagonism and Cooperation Ansell & Gash stress that a history of antagonism can create

low trust and commitment, leading to manipulation and dishonest communication. Conversely, a history of

successful cooperation builds social capital and trust, fostering further collaboration [76]. This element
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proves highly relevant in analyzing collaborative governance in the news and web comics industries in

South Korea.

While online platforms have emerged as custodians in both industries [193], the reactions of content

creators have been starkly different. In the news industry, a climate of mistrust and resentment prevails.

P3, a news co-regulator, notes that media companies perceived the rise of online platforms as a loss of di-

rect channels to their audience. P2, a news reporter, laments the growing trend of sensationalist headlines

designed to attract clicks. Both P1 and P2 express concern that online news consumption undermines the

professional ethics and investigative journalism valued in traditional print media. From the platform per-

spective, P5 and P6 acknowledge the hostility from reporters while highlighting their own challenges in

balancing the conflicting demands of users and news organizations.

P2 (News reporter): “If I could change one thing in the news history, I would choose the way

[news organizations’] are providing news to online platforms. We should have anticipated that

news aggregation services would entirely replace our direct communication channels with the

audience.”

On the other hand, comic artists perceived online platforms as partners, not adversaries. P9 & 10 (comic

artists) generally appreciated online platforms’ efforts to create new business models in the comics industry.

Both interviewees considered themselves as being situated in a better position than their predecessors, who

were poorly treated by the print comic publishers. They also felt that their creative freedom was respected

by platforms. Similarly, P12 & 13 (Web comics platforms) perceived creators as collaborators and tried not

to overstep their boundaries except when it came to the illegality of content. Online platforms offer artists

annual medical check-ups and free legal counseling services for copyright disputes and other matters. In

short, comic artists and online platforms seem to have created a symbiotic relationship.

P10 (Web comics artist): “I was told that [traditional print] publishers had forbidden comic artists

from discussing or disclosing their compensation with other artists. Online platforms [for web

comics] have never attempted to do so and rather, organized gatherings and parties among artists.”
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4.5.2 Institutional Design

Participatory inclusiveness The composition of self-regulatory boards in the news and web comics in-

dustries reflects a focus on including relevant experts and stakeholders, but with some notable gaps in creator

representation. The ACW consists of comic critics/professors, child mental health experts, and online safety

advocacy groups, but as of 2024, it does not include artists themselves. The PEC and INC are primarily

composed of journalists and journalism professors, most of whom are referred by news industry associa-

tions.

Interviewees emphasized the importance of incorporating creators’ voices in these governance struc-

tures, given the centrality of creativity and journalistic professionalism to these industries. As a comic artist

(P9) noted, “Only creators themselves have firsthand knowledge of the delicate and nuanced processes of

balancing creativity and social standards, which mental health experts or critiques lacks. Thus, excluding

creators in self-regulation does not make sense to me.” An online platform executive (P5) echoed this sen-

timent, stating, “If the board does not include journalists, I am sure co-regulatory efforts will be seriously

discredited by journalists.”

However, some practical challenges were cited as barriers to creator participation. A co-regulator (P11)

justified the absence of comic artists on the ACW board, explaining, “We did not include creators because

creators do not feel comfortable with commenting on other artists’ work.” A comic artist (P10) acknowl-

edged the importance of artist representation but highlighted time constraints as a major obstacle: “We work

7 days a week, day and night. I am not sure if I would be able to work for co-regulation. My understanding

is that the current board members try to represent creators’ perspectives against paternalistic censorship. If

they understand the industry and the importance of their decisions, I am fine with it.”

This suggests that while direct creator participation may be ideal, it is not always feasible due to the

demanding nature of their work and potential discomfort in critiquing peers. The key may be ensuring that

the board members, even if not creators themselves, have a deep understanding of the industry and can

effectively represent creators’ interests and perspectives. Building trust and open communication channels

between co-regulatory bodies and the creator community is essential to ensure that their voices are heard

and their concerns are addressed, even if they are not directly seated at the decision-making table.
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Forum exclusiveness Ansell & Gash finds that when the collaborative forum is “the only game in town,” it

is easier to motivate stakeholders to participate; conversely, when they are excluded, they may be impelled to

seek out alternative venues [76]. For instances of personal attacks in news articles, individuals can turn to the

Press Arbitration Commission (PAC), a quasi-judicial body specializing in alternative dispute resolution for

news-related defamation cases. The PAC’s procedures, which require the presence of news organizations’

editors-in-chief, and its decisions, which courts generally respect, offer a more effective resolution pathway

for such cases. Moreover, the judicial system itself presents another viable option for aggrieved parties. P1,

a veteran journalist, offers insight into this trend:

P1 (journalist): “In recent years, news readers have become increasingly willing to pursue legal

action against media companies. We’re seeing instances where readers collectively engage high-

profile lawyers to file substantial lawsuits against news organizations. I’ve personally been subject

to damage claims exceeding 1 billion KRW (approximately 800,000 USD).”

This shift in reader behavior has significant implications for co-regulation. As P1 notes, “When individ-

uals can exert pressure through such high-stakes legal proceedings, they are less likely to resort to regulatory

bodies like the PEC, which are perceived as ineffectual and only capable of administering nominal punish-

ments.” While the PEC and INC possess broad theoretical jurisdiction over various aspects of journalism,

their practical impact has been limited. These bodies have been reluctant to adopt stringent measures, which

has undermined their effectiveness as dispute resolution mechanisms. Moreover, their lack of exclusive au-

thority in addressing journalistic issues further diminishes their role in the media landscape. As a result,

these co-regulatory bodies often struggle to assert themselves as pivotal actors in maintaining journalistic

standards and resolving content-related disputes.

In contrast, the ACW holds exclusive authority over the rating of web comics, a power derived from

its agreements with both the Korea Communications Standards Commission (KCSC), a regulatory agency,

and member platforms. Prior to the ACW’s establishment, web comics platforms employed a simplistic

voluntary rating system, often using a binary classification (all-ages or adult-only). The ACW’s first major

initiative was to introduce a more nuanced four-tier rating system: all-ages, 12+, 15+, and 18+ (adult-only).

These ratings are based on various factors including violence, sexual content, and extreme language or

themes.
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When complaints arise, the ACW has the final say in determining or adjusting a comic’s rating. Even for

issues not directly related to ratings, such as illegal gambling advertisements appearing alongside comics,

the ACW can still recommend changes in practices to platforms. P11, a board member of the ACW, noted

that while platforms occasionally express opposing views, they ultimately adhere to the ACW’s decisions.

This level of compliance underscores the ACW’s effectiveness and the industry’s recognition of its authority

in co-regulation.

Moreover, the inherent characteristics of web comics present unique challenges for traditional legal fo-

rums in addressing content disputes. Unlike news articles, which are information-centric and more suscep-

tible to defamation claims, web comics rarely contain content that meets the legal threshold for defamation.

Political satire in comics, even when pointed, typically falls under protected free speech, further insulating

creators from legal action. Furthermore, individuals face significant hurdles in demonstrating concrete harm

resulting from violent or sexually explicit content in comics, making such cases difficult to pursue in court.

As a result, legal challenges specifically targeting web comic content are infrequent. P12, an online platform

executive, corroborated this trend, stating that the majority of lawsuits they have encountered in the industry

have centered on copyright infringement rather than content-related issues.

The unique characteristics of web comics, combined with the legal challenges in proving harm or

defamation, have contributed to the ACW’s role as the primary arbiter of content disputes in this medium.

This situation contrasts sharply with the news industry, where legal action is a more viable and frequently

used option for addressing content-related grievances.

Clear Ground Rules Both news and web comics co-regulation rely on established rules, but how de-

tailed these rules are varies significantly between the two domains. The PEC and the INC operate under

broad, overarching guidelines that encompass a wide range of journalistic principles. These rules often take

the form of declaratory statements about fundamental concepts such as freedom of the press, journalistic

responsibility, and non-discrimination. For instance, the INC ethics rule states:

• Article 1: Freedom of the Press emphasizes the protection of press independence from all forms of

interference to safeguard the public’s right to information.

• Article 2: Responsibility of the Press underscores the pursuit of factuality, accuracy, and balance in

reporting, while distinguishing between facts and opinions.
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• Article 3: Protection of Personal Rights mandates respect for individual privacy and personal informa-

tion, except when overridden by justifiable public interest.

• Article 4: Protection of the Vulnerable and Non-Discrimination calls for the exclusion of prejudice

and discrimination based on various personal characteristics, advocating for the rights of marginalized

groups.

In contrast to the broad ethical guidelines governing news media, web comics rating standards are no-

tably more specific and detailed, addressing the unique challenges posed by visual storytelling. The ACW

set out to develop highly practical, actionable standards that online platforms could seamlessly integrate into

their daily content moderation practices. This approach reflects a keen understanding of the industry’s needs

and the complexities of regulating visual narratives.

The effectiveness of these tailored standards is evident in the feedback from industry professionals. P13,

an executive at a major online platform, highlighted the tangible benefits of this targeted approach: “Since

the implementation of these detailed standards, we have seen a marked improvement in our ability to predict

content ratings accurately. Moreover, these clear guidelines have significantly facilitated our communication

with artists, leading to a more collaborative and transparent creative process.” The ACW uses a nuanced

checklist to determine violence ratings for web comics, which includes:

• Non-realistic depiction of physical violence, injury, bloodshed, or bodily harm using body parts or tools

of non-realistic characters.

• No or very mild depiction of physical violence using body parts or tools of realistic characters.

• Infrequent and non-emphasized depiction of injury, bloodshed, or bodily harm.

• Implicit expression of sexual violence within the overall context.

• Non-continuous or non-specific depiction of physical violence, abuse, or killing using body parts or

tools.

• Specific and continuous depiction of physical violence, abuse, or killing in non-realistic art styles that

may justify violence and pose a risk of imitation.

• Direct depiction of injury, bloodshed, or bodily harm in non-realistic art styles.

• Explicit, continuous, and specific depiction of physical violence, abuse, or killing accompanied by

injury, bloodshed, or bodily harm.
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• Specific and direct depiction of sexual violence.

This contrast in rule specificity between the news and web comics reflects the different nature of the

content being moderated and the unique challenges each medium presents. While news regulation focuses

on broad ethical principles, web comics regulation requires a more granular approach to address the visual

and narrative complexities of the medium. By providing clear, applicable criteria, the ACW has not only

enhanced the consistency of content ratings but also fostered a more constructive dialogue between platforms

and creators.

Process transparency Ansell & Gash stress that the collaborative process should be transparent so that

stakeholders are confident that the public negotiation is real and not undermined by backroom deals [76]. In

the context of news and web comics, this principle is manifested in two key dimensions: the transparency of

decision outcomes and the transparency of the decision-making process itself. There is a consensus among

stakeholders regarding the importance of transparent outcomes. The PEC, INC, and ACW all publicly

disclose their decisions and primary reasoning on their respective websites. However, the transparency of

the decision-making process, particularly regarding the disclosure of meeting minutes, remains a contentious

issue.

Those representing co-regulatory bodies and platforms expressed concerns about full procedural trans-

parency. P6, an online platform executive in the news industry, highlighted the practical challenges: “While

procedural transparency sounds ideal, it is not always pragmatically feasible. Co-regulators often make

decisions that affect powerful entities. The prospect of having every statement scrutinized publicly could

deter potential members from participating, especially given that these positions are often neither highly

compensated nor prestigious.” P4, a co-regulator with experience in both news and webtoon industries, fur-

ther elaborated on the potential risks: “We maintain internal records of meetings, but full disclosure could

expose individual members to undue pressure or lobbying efforts. This could compromise the integrity and

candor of our deliberations, which are essential for effective co-regulation.”

Conversely, content creators like P10, a web comics artist, advocate for greater transparency: “The

essence of co-regulation lies in fostering diverse perspectives and open debate. It mirrors democratic values,

where solutions emerge through a process of negotiation and compromise. Transparency in this process

is key to its legitimacy and effectiveness.” These divergent views highlight the complex balance between
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transparency and effectiveness in co-regulatory systems. While transparency is crucial for building trust

and legitimacy, there are valid concerns about how full disclosure might affect the quality and integrity of

decision-making processes.

4.5.3 Facilitative Leadership

Ansell & Gash argue that in situations where the power distribution is more asymmetrical or incentives to

participate are weak, collaborative governance is more likely to succeed if there is a strong “organic leader”

who commands the respect and trust of the various stakeholders at the beginning of the process [76]. Organic

leaders are those who emerge from within the community of stakeholders. The availability of such leaders

is likely to be highly contingent upon local circumstances.

Building on this concept of collaborative governance and organic leadership, our study examined how

these dynamics played out in different industrial contexts. As shown in our research, the two industries

formed different levels of creator-creator trust and exhibited varying degrees of facilitative leadership. These

differences significantly impacted the potential for collaborative governance in each sector.

In the news industry, In the news industry, the challenges to collaboration and organic leadership were

particularly evident. P2, a news reporter with 30 years of experience, witnessed few successful collabora-

tions between media companies due to competitive mindsets. P3, a self-regulator and former news reporter,

noted that journalists were skeptical of co-regulatory decisions made by their peers, assuming prioritization

of company interests over journalistic integrity. P2 observed that journalists’ strong egos hindered collective

action to improve journalistic quality. This suggests that the industry lacked the type of respected, trust-

commanding leaders that Ansell Gash deem necessary for overcoming asymmetric power distributions or

weak participation incentives.

The leadership vacuum in the news industry was further exacerbated by the stance of the major online

platforms. Despite the fact that most Koreans consume news on online platforms for free (with platforms

paying news organizations through “hosting fees”), neither Naver nor Kakao takes the initiative to regulate

harmful news content unless legally required. P5 & P6 emphasized that the news enjoys the special protec-

tion of the free press, and platforms view themselves as mediators or hosts of content rather than publishers.

They expressed a desire to maintain an arm’s length relationship with news content. This lack of leadership
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figures, combined with the lack of trust among journalists, led P1 (news reporter) and P7 & 8 (government

officials) to express skepticism about the success of news co-regulation.

In contrast, the web comics industry exhibited a notably cohesive environment characterized by strong

facilitative leadership. Web comic creators, as represented by P9 and P10, expressed confidence in their

peers’ ability to represent the community’s interests without suspicion of self-serving motives. This trust

was exemplified by their appreciation for the Korean Comics Artists Association (KCAA) and its leadership

efforts.

The web comics industry benefited from the emergence of “organic leaders” in artists’ and academic

communities. Two professors, frequently cited in interviews, played a significant role in establishing a co-

regulatory regime that prioritized artistic freedom. Their approach was marked by close communication with

artists, a non-stigmatizing attitude towards comics, and the development of comprehensive rating systems

grounded in empirical research applicable across all web comic genres. This vision of co-regulation garnered

support from influential comic artists who had achieved both financial success and peer respect, further

legitimizing the initiative.

Unlike in the news industry, the major online platforms in the web comics sector actively supported col-

laborative governance. Naver and Kakao, which together host 90% of web comics, expressed early support

for co-regulation and committed to long-term funding. Although smaller, comic-specific platforms have

come and gone, the enduring endorsement from these two dominant industry stakeholders lent significant

legitimacy to the co-regulatory system.

These contrasting scenarios in the news and web comics industries demonstrate how local circumstances,

as suggested by Ansell & Gash, can significantly influence the formation of creator-creator trust and the

emergence of facilitative leadership. The collaborative mindset among stakeholders in the web comics

industry, coupled with clear facilitative leadership, contributed to the rapid perception of legitimacy for

the co-regulatory framework. In contrast, the competitive environment of the news industry, the lack of

trust, and the absence of facilitative leadership from both news organizations and platforms hindered the

development of effective collaborative governance.
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4.5.4 Collaborative Process

The effectiveness of co-regulation depends on the quality of the collaborative process among stakeholders.

Our study revealed several key elements that contribute to this process in both the news and web comics

industries.

Face-to-Face Dialogue Ansell & Gash emphasize face-to-face dialogue between stakeholders as a nec-

essary condition for meanningful collaboration. PEC, INC, and ACW all hold face-to-face board meet-

ings, organize hearings and conferences to gather broader stakeholders surrounding emerging issues such

as COVID-19 misinformation in news and gender discriminatory expression in web comics. The impor-

tance of face-to-face dialogue resonated with interviewees as participants emphasized deliberation and peer

review. P2, a news reporter, highlighted that the “meritocracy of co-regulators often sacrificed the quality

of decisions,” suggesting the need for more direct, personal interactions and thorough discussions. In the

web comics industry, P9 and P10 appreciated the close communication between creators and co-regulatory

bodies, indicating the value of direct dialogue.

Trust Building When there has been a prehistory of antagonism among stakeholders, Ansell & Gash

find that trust building often becomes the most prominent aspect of the early collaborative process and can

be quite difficult to cultivate. The authors say that because trust building is so important policymakers or

stakeholders should budget time for effective remedial trust building. If they cannot justify the necessary

time and cost, then they should not embark on a collaborative strategy [76].

Trust levels varied significantly between industries and stakeholders. As noted, in the news industry,

both journalists and online platforms reported low trust between journalists and platforms, and even among

journalists themselves. The problem is that as co-regulation has not significantly contributed to news ethics

for the past several decades, there is widespread skepticism about the co-regulatory effort itself. To these

people, trust-building activities, such as open and deliberative dialogues, seemed too weak or naive. P2

noted, “Journalists with strong self-esteem will never follow your lead unless you have very good carrots or

sticks.” This skepticism was echoed by P8, a government official with over two decades of experience, who

offered a pragmatic perspective on the challenges of news co-regulation:

P8 (government official): “The efficacy of news co-regulation is inherently limited without the
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willing participation of media companies. In today’s landscape, where journalistic endeavors are

often driven more by economic necessity than by a sense of public duty, we cannot rely solely

on improvements in the institutional design of existing co-regulation to effect meaningful change.

Moreover, with the rise of the Internet, online platforms are increasingly becoming central players,

both by choice and by necessity, while news organizations and their business associations, despite

being the most vocal stakeholders in current co-regulatory efforts, wield diminishing influence. So,

I don’t have high hope for any co-regulatory or self-regulatory initiatives within the news industry.”

P7 (news co-regulator): “Strengthening PEC or INC is a desirable direction, and recently, there

seems to be some self-reflection among journalists about the need to reduce misinformation. How-

ever, the outlook is bleak. It’s questionable whether having good intentions or willingness alone

will make it happen. There is a lack of financial resources and enforcement power.”

There is, however, a more optimistic view. P3, a news co-regulator, acknowledged the shortcomings

of the current news landscape, which have been exacerbated by the Internet revolution’s having caused

the downfall of legacy media. Nevertheless, P3 believes that Nevertheless, P3 believes that the situation

should be rectified by the news organizations themselves, rather than by external forces such as online

platforms or the government. “The news organizations’ revenues today,” states P3, “are directly tied to the

number of clicks, so they are forced to be short-sighted and produce sensational headlines to instantly capture

users’ attention.” P3 further offers a promising future, suggesting that if co-regulation proves beneficial to

member news organizations and continues to strive to earn trust, it can make positive impacts. “Unlike

bigger media companies, smaller companies do not have the capacity to implement systematic complaint-

handling systems. Co-regulation may help fill this gap.”

On the other hand, the web comics industry demonstrated higher levels of trust among its stakeholders.

P9 and P10, both web comics artists, expressed confidence in their fellow creators and online platforms to

represent their interests without suspecting self-serving motives. However, even after the agreement between

KCSC and ACW was signed in 2016, it took three years for ACW to officially launch. According to P11,

this time was used to clarify the expectations of ACW’s role among stakeholders, determine how ACW

could contribute to artists and platforms, establish how ACW would cover its costs, and ensure that ACW

was not perceived as being in opposition to the artists. This was achieved by arranging opportunities for

103



communication with the stakeholders. P11 states, “I do not want to label our organization as a regulator,

nor do I desire more coercive power. We are closer to an advisory board, an organization created to assist

artists, platforms, and readers.” In essence, ACW began in a much more favorable environment compared to

PEC or INC, with a prehistory of collaborative attitudes between stakeholders. The time and budget spent

on building trust are now well appreciated by both platforms and artists.

Commitment to the Process According to Ansell & Gash, even when collaborative governance is man-

dated by law, policy, or organizational guidelines, simply mandating collaboration does not guarantee that

stakeholders will actively engage in the process or fully commit to its outcomes [76]. Participants may

go through the motions of collaboration without truly investing in the process or believing in its value.

Therefore, it needs to achieve genuine “buy-in” from stakeholders, which means that participants under-

stand the importance and potential benefits of collaboration; are willing to engage in good faith discussions

and negotiations; are open to considering others’ perspectives and making compromises; and feel a sense

of ownership and shared responsibility for the process and its outcomes. Participants should abide by the

results of deliberation, even if they don’t fully align with a stakeholder’s preferences.

In the news industry, achieving genuine buy-in from stakeholders in collaborative governance efforts

has proven to be a significant challenge. One major obstacle is the highly competitive nature of the news

industry. News organizations are constantly vying for audiences, advertisers, and exclusives, which can

create a culture of secrecy and mistrust. Journalists may be reluctant to share information or collaborate

with rivals, fearing that it could compromise their competitive edge or lead to the loss of a scoop. This

competitive mindset can make it difficult for news organizations to see the value in collaboration and to

invest time and resources in collaborative governance efforts.

Another challenge is the strong sense of independence and autonomy that is deeply ingrained in the

journalistic culture. Journalists often see themselves as watchdogs and truth-tellers, with a responsibility to

hold those in power accountable and to report the news without fear or favor. This can make them resistant

to external influence or control, including from co-regulatory bodies that may be perceived as a threat to

their editorial independence. Journalists may worry that participating in collaborative governance could

compromise their ability to report freely and objectively on the issues at hand. P2, a veteran reporter, noted:

P2 (news reporter): “It is hard to expect newspapers to collaborate with each other to serve
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common interests because they have a strong ego but lack strategic thinking. They will declare any

co-regulatory decision as being unfair and biased whenever that decision is against their interests.”

To increase commitment to the collaborative governance process, there have been numerous calls to

strengthen effective incentives. Stakeholders have proposed various “carrots” such as credibility scores,

safety labels, and preferential treatment in government-funded projects. “Sticks” included disclosure of

violations, monetary penalties, and potential de-platforming. Notably, P2 (news reporter) and P3 (news

co-regulator), despite their skepticism about platform participation in rule-making, cautiously supported

platform cooperation in enforcement, acknowledging de-platforming as an effective deterrent.

P2 (news reporter): “You need to be extremely realistic when it comes to structuring self-regulation.

It is like steering wild horses. Journalists with strong self-esteem will never follow your lead unless

you have very good carrots or sticks.”

However, given the principle of the freedom of the press, arming co-regulation with coercive incentives

may not be a sensible approach. P7 states: “The Bar Association can prevent lawyers from practicing if they

are not registered with the association. However, due to the freedom of the press, such coercive measures

are impossible for media companies.” P8 (government official) suggests that fostering consumer awareness

and empowering the public to “vote with their wallets” by canceling subscriptions to unethical or unreliable

outlets may be a more effective and appropriate mechanism for holding media organizations accountable.

Shared Understanding Shared understanding is a crucial element in collaborative governance, where

stakeholders develop a common vision of their collective goals. This concept is described across different

studies in various terms such as “common mission,” “shared vision,” or “clear goals.” [76]. It involves

agreeing on the definition of the problem, necessary knowledge, and core values. Shared understanding

is part of a broader collaborative learning process and is essential for effective cooperation among diverse

stakeholders [76].

In the web comics industry, there appears to be a stronger shared understanding among stakeholders.

Both artists and platforms recognize the mutual benefits of co-regulation and share the common goal of

maintaining creative freedom while addressing societal concerns. ACW serves as a focal point for develop-

ing and implementing shared standards, fostering a collective approach to content regulation.

105



In contrast, the news industry struggles to achieve a similar level of shared understanding. The frag-

mented nature of news organizations, their competitive environment, and the historical tensions with online

platforms have hindered the development of a common vision for co-regulation. The PEC and INC have

not successfully fostered a shared understanding of the goals or definition of problems among stakeholders.

This challenge is compounded by the complex nature of evaluating harm in news content, as highlighted by

P8:

P8 (government official): “Evaluating the potential harm of news reports, such as fake news or

misinformation, is more difficult than that of web comics. People can easily agree upon whether

certain comic cuts are too explicit and not appropriate for juveniles. However, figuring out the

falsity of information takes time and often ignites endless political debates.”

The difficulty in assessing news content stems from the need to verify facts and make judgments on

facts, which requires laborious investigation and often leads to political debates [98]. This characteristic

imposes a greater burden on news co-regulation compared to web comics, where adjudicators can make

decisions on visual material without extensive investigation. This contrast underscores the importance of

developing mechanisms to foster shared understanding, particularly in industries dealing with complex and

politically sensitive content like the news media.

Intermediate Outcomes Intermediate outcomes, or “small wins,” are crucial in collaborative governance,

especially when overcoming prior antagonism and building long-term trust [76]. These tangible achieve-

ments, though potentially modest, can create momentum and encourage a positive cycle of trust-building

and commitment. Joint fact-finding is often cited as a beneficial type of intermediate outcome. However,

this approach may not be suitable for all situations, particularly when stakeholders have more ambitious

goals that are difficult to break down into smaller milestones.

In the news industry, despite overall challenges, there is evidence of some progress through intermediate

outcomes. P3, a news co-regulator, pointed out that PEC and INC have achieved small wins, particularly

in reducing vivid depictions of suicides and improving the reporting culture of election polls. This suggests

that a theme-by-theme approach to co-regulation might be more effective in the news sector. These focused

achievements demonstrate the potential for collaborative efforts to yield tangible results even in a complex

and often antagonistic environment. By concentrating on specific, well-defined issues, the news industry’s
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co-regulatory bodies have managed to create some positive momentum, which could serve as a foundation

for broader cooperation in the future. The web comics industry has also experienced intermediate outcomes.

These include the development of industry-wide standards, and the successful implementation of content

ratings. While P14, a director at the KCSC, expressed concerns about ACW’s being too lenient towards

artistic freedom, the achievement of these intermediate outcomes has been widely promoted among industry

stakeholders and has reinforced the value of the co-regulatory process.

In both cases, recognizing and celebrating these small wins, no matter how modest, can be crucial

in maintaining stakeholder engagement and demonstrating the value of collaborative governance. This is

particularly important in the news industry, where historical antagonisms and complex content issues make

large-scale agreements more challenging to achieve.

4.5.5 Summary of Results

This analysis of co-regulatory efforts in South Korea’s news and web comics industries provides a nuanced

understanding of the challenges and opportunities in the collaborative governance of online content. These

industries, both integral to South Korea’s digital media landscape, offer contrasting case studies in the im-

plementation and effectiveness of co-regulation. The web comics industry, a relatively new and dynamic

sector, has emerged as a successful model of co-regulation. This success can be attributed to several factors

aligned with Ansell & Gash’s collaborative governance framework:

• A history of cooperation rather than antagonism, with online platforms viewed as partners by comic

artists, in contrast to their predecessors’ experiences with traditional publishers.

• High interdependence between creators and platforms, with major players like Naver and Kakao ac-

tively supporting and participating in the co-regulatory process.

• Strong facilitative leadership from “organic” leaders, including respected professors and successful

artists, who helped establish a co-regulatory regime prioritizing artistic freedom.

• The exclusive authority of ACW, which serves as the primary forum for content-related decisions.

• Clear and detailed ground rules, particularly in content rating systems, which have improved pre-

dictability and facilitated communication between platforms and creators.

• Shared understanding among stakeholders about the goals of co-regulation and the balance between
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creative freedom and social responsibility.

On the other hand, the news industry, with its long-standing traditions and complex stakeholder relation-

ships, faces the following significant challenges in implementing effective co-regulation:

• Low trust among stakeholders and towards the co-regulatory bodies, PEC and INC, stemming from

competitive industry dynamics and historical tensions.

• Weak incentives for participation due to alternative forums (such as courts and the Press Arbitration

Commission) and the co-regulatory bodies’ lack of enforcement power.

• The fragmented nature of the industry, with over 10,000 media companies, and a strong sense of jour-

nalistic independence that resists external oversight.

• Difficulties in achieving consensus on complex issues like misinformation, which require laborious

fact-checking and often spark political debates.

The emphasis that the Ansell & Gash framework places on understanding the prehistory of cooperation

or antagonism proved crucial in explaining the divergent trajectories of co-regulation in the news and web

comics industries. This aspect highlights the importance of qualitative analysis, as assessing starting condi-

tions and industry dynamics often requires deeper, insider perspectives that quantitative data alone cannot

capture. Our research underscores the necessity of understanding evolving business models and stakeholder

landscapes, factors that significantly influence the potential for successful co-regulation. The framework’s

focus on stakeholder interdependence, incentives to participate, and the “shadow of the state” offered valu-

able insights into why ACW faced more favorable conditions for effective co-regulation compared to its

counterparts in the news industry. These elements help explain the varying levels of commitment and com-

pliance observed in each sector, highlighting the framework’s utility in predicting collaborative governance

outcomes.

4.6 Advancing Collaborative Governance Framework Through Case Study

Our study of South Korea’s news and web comics industries demonstrates Ansell & Gash’s framework’s

strengths while also revealing areas for potential refinement. The experiences of South Korea’s news and

web comics industries confirms the relevance and significance of Ansell & Gash’ [76]s 10 guiding principles
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for constructing collaborative governance. These considerations prove valuable in anticipating the outcomes

of co-regulation and informing upfront design decisions. Policymakers and leading stakeholders at interna-

tional, national, and regional levels who are pursuing AI co-regulation would benefit from referring to this

list.

1. If there are significant power/resource imbalances between stakeholders, such that important stake-

holders cannot participate in a meaningful way, then effective collaborative governance requires a

commitment to a positive strategy of empowerment and representation of weaker or disadvantaged

stakeholders.

2. If alternative venues exist where stakeholders can pursue their goals unilaterally, then collaborative

governance will only work if stakeholders perceive themselves to be highly interdependent.

3. If interdependence is conditional upon the collaborative forum’s being an exclusive venue, then spon-

sors must be willing to do the advance work of ensuring that alternative forums (courts, legislators, and

executives) respect and honor the outcomes of collaborative processes.

4. If there is a prehistory of antagonism among stakeholders, then collaborative governance is unlikely

to succeed unless (a) there is a high degree of interdependence among the stakeholders or (b) positive

steps are taken to remediate the low levels of trust and social capital among the stakeholders.

5. Where conflict is high and trust is low, but power distribution is relatively equal and stakeholders have

an incentive to participate, then collaborative governance can successfully proceed by relying on the

services of an honest broker that the respective stakeholders accept and trust. This honest broker might

be a professional mediator.

6. Where power distribution is more asymmetrical or incentives to participate are weak or asymmetric,

then collaborative governance is more likely to succeed if there is a strong “organic” leader who com-

mands the respect and trust of the various stakeholders at the outset of the process. “Organic” leaders

are leaders who emerge from within the community of stakeholders. The availability of such leaders is

likely to be highly contingent upon local circumstances.

7. If the prehistory is highly antagonistic, then policymakers or stakeholders should budget time for ef-

fective remedial trust building. If they cannot justify the necessary time and cost, then they should not

embark on a collaborative strategy.
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8. Even when collaborative governance is mandated, achieving “buy-in” is still an essential aspect of the

collaborative process.

9. Collaborative governance strategies are particularly suited for situations that require ongoing coopera-

tion.

10. If prior antagonism is high and a long-term commitment to trust building is necessary, then intermediate

outcomes that produce small wins are particularly crucial. If, under these circumstances, stakeholders

or policymakers cannot anticipate these small wins, then they probably should not embark on a collab-

orative path.

However, our analysis also revealed several areas where the framework could be enhanced. First, reduc-

ing overlaps in concepts like forum exclusivity, interdependence, and ground rules, which appear in multiple

categories within the framework, could improve its analytical clarity through a more streamlined structure.

The framework would benefit from explicitly addressing the impact of constitutional and legal protections,

such as freedom of the press and anti-trust law, on the feasibility of certain co-regulatory mechanisms. Ad-

ditionally, more attention could be given to the difficulties of achieving shared understanding in industries

dealing with complex, politically sensitive content, as exemplified by the challenges faced in regulating

news content. Lastly, the framework could be strengthened by incorporating more practical considerations,

such as budgetary constraints and specific incentive mechanisms, potentially repositioning these elements

as part of institutional design rather than starting conditions, given their critical role in shaping collaborative

governance outcomes.

Based on qualitative analysis of the news and comics industries in South Korea, this study suggests

adding four more principles to Ansell & Gash’s framework. By proposing this updated framework, we em-

phasize the importance of considering both practical and normative challenges when designing co-regulatory

approaches, ensuring that these frameworks are not only effective but also aligned with fundamental values

such as free speech and sustainable and effective in the long term.

11. If there are normative challenges that condition collaborative governance, such as free speech or anti-

competition laws, establishing certainty about the available options for collaborative governance is

crucial. Courts and policymakers need to provide clear guidance on how these legal frameworks interact

with and potentially limit collaborative governance efforts.
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12. Funding stability and independence must be ensured. Even if some participants exit from the gover-

nance structure, the basic operational funding should not be threatened. This ensures the longevity and

effectiveness of the collaborative effort.

13. Effective enforcement and monitoring mechanisms need to be established. Clear signals must be pro-

vided to non-compliant and compliant actors, clarifying the incentive structure. This helps maintain the

integrity of the collaborative governance system and encourages consistent participation.

14. If there is resource disparity and compliance with standards requires significant investment, policy-

makers and leading stakeholders must provide technical and other support for participants with limited

resources. This ensures a level playing field and enables broader, more inclusive participation in the

collaborative governance process.

This study complement Ansell & Gash’s framework with the normative and practical challenges that

most co-regulatory governance systems are likely to face. By extending this discussion, this study aims to

offer an analytical structure for designing and implementing effective co-regulation in AI governance.

4.7 Envisioning Co-regulation in AI Governance

Faced with the emerging threats of AI systems, let us assume that stakeholders discuss establishing a co-

regulatory body with AI developers and major tech companies, academic researchers and ethicists, gov-

ernment representatives, civil society organizations, industry-specific representatives (e.g. from healthcare,

finance, law, education), and end-users and consumer advocates. This body will make industry-wide rules,

have the capacity to monitor the compliance of its members (major AI developers and tech companies) and

to provide technical support for under-resourced members. What challenges will they face and what lessons

can they learn from the updated Ansell & Gash framework?

4.7.1 Predictable Challenges

Normative Challenge (1): Freedom of Expression While collaboration sounds ideal, implementing it in

the real world is challenging. Flexibility might mean less stability and unclear accountability. Even though

a representative body may develop a comprehensive set of rules, the regulatory targets might not have a

strong incentive to bear the costs of changing their practices. The challenge becomes even more pronounced

111



when considerations of free speech come into play. Free speech principles inherently prioritize individuals’

self-governance over compliance with external rules. As illustrated in Figure 4.2, free speech principles may

encourage decisions to be made at the lowest level (individual users) instead of the highest levels (outside

regulators), which inevitably causes tension with co-regulation.

In the US context, courts apply stricter scrutiny when the government enacts laws regulating specific

types of content. For example, the U.S. Supreme Court struck down provisions of the Communications De-

cency Act of 1996 that aimed to protect minors from harmful material on the internet. The Court found that

the Act violated the First Amendment, as it was overly broad and could potentially restrict adults’ access to

constitutionally protected speech [29]. Likewise, the Court sided with Playboy Entertainment, striking down

a provision of the Telecommunications Act of 1996 that required cable television operators to either fully

scramble or block channels primarily dedicated to sexually explicit programming [32]. Additionally, the

Court struck down a California law restricting the sale or rental of violent video games to minors and found

that the Federal Communications Commission’s indecency policy was unconstitutionally vague, lacking

clear guidelines for broadcasters to follow [36].

Even when professional associations like the National Association of Broadcasters (NAB) create rules,

courts may apply First Amendment scrutiny if such initiatives are encouraged or driven by the government.

In 1975, a group of television writers and independent producers challenged a policy called the “family

viewing policy”[412]. They believed that this policy, which restricted certain types of content during spe-

cific hours, violated their freedom of speech. They argued that the government had pressured the networks

and NAB into adopting this policy, which they opposed. The court agreed that the government’s involve-

ment in creating this policy was problematic. Although the court did not entirely prohibit networks from

adopting family-friendly programming policies, it prevented NAB from enforcing the policy and the net-

works from following NAB’s rules. The court sought to ensure that individual broadcasters could make

their own decisions about what to air, without being forced to follow the decisions of a larger group. Mark

M. MacCarthy commented that this decision signaled to the industry that any future code should contain

only advisory guidelines, and should not be interpreted or enforced by a centralized industry body[272].

Another example involved the National News Council (NNC). NNC, established in 1973, was composed

of fifteen members strategically balanced to represent both the public interest and media professionals.
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This independent body was tasked with considering complaints against a broad spectrum of national media

outlets, including prominent newspapers, news agencies, magazines, and television networks [118]. Despite

its noble intentions to promote accountability and fairness in news reporting, the NNC faced significant

resistance from both the press and the public it aimed to serve. A notable opponent was the publisher of

The New York Times, who viewed the council as a potential threat to press freedom guaranteed by the First

Amendment [181]. The Times argued that the council could be a precursor to press regulation and would

encourage a public view of the press as a monolithic entity whose conduct was legitimately susceptible to

some single standard other than the approval of readers or viewers. Due to insufficient funding and support,

the NNC was dissolved in 1984, and most state press councils had shut down as well by that time [118].

How do these established doctrines influence co-regulation in generative AI systems? The traditional

free speech doctrine (“marketplace of ideas”) assumes that the best way to counter harmful speech is with

more speech. However, the power and pervasiveness of generative AI systems may distort this marketplace,

potentially requiring new approaches to regulate the centralized power of distributing and amplifying certain

viewpoints and to ensure a truly open exchange of ideas. Unlike search engines that provide pointers for fur-

ther exploration, the current generative AI systems like ChatGPT offer definitive answers, which can come

across as overly authoritative and suggest finality [357]. By synthesizing results from multiple sources, AI

chatbots mask the range of available information, hindering users’ ability to explore and build information

literacy. This might necessitate external regulations such as preventing discriminatory output or requiring

that diverse viewpoints be presented.

However, it is not clear whether the imposition of rules on individual AI developers or companies for

content-related matters violates such companies’ free speech rights. Following the precedent set in cases

involving search engines like Baidu [38], generative AI providers could argue that their systems’ outputs

constitute protected speech under the First Amendment. As seen in recent cases like NetChoice v. Paxton

(pending in the US Supreme Court as of July 2024), courts have been inclined to protect the editorial judg-

ments of digital platforms. Generative AI providers might claim similar protections for their algorithms and

model designs, arguing that these represent editorial choices protected by the First Amendment. Further-

more, as seen in the “family viewing policy” case and recent Murthy v. Missouri case, where lower courts

found the Biden Administration in violation of the First Amendment in its efforts to combat Covid-19 misin-
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formation by “coercing” digital platforms’ content moderation, government encouragement or involvement

in co-regulatory efforts could trigger First Amendment scrutiny, potentially limiting the effectiveness of

such initiatives.

Normative Challenge (2): Antitrust Law One of the key aspects of co-regulation is the development of

consistent standards and guidelines across different platforms. However, this standardization may conflict

with antitrust law. Agreements between competitors regarding business conduct can give rise to antitrust

concerns, involving not only government-imposed regulations but also purely private agreements established

by professional organizations. A historical example of this occurred in 1979 when the U.S. Department of

Justice filed an antitrust suit against NAB [26]. The suit claimed that the NAB Code’s advertising pro-

visions, which included restrictions on advertising time sold per hour, prohibitions on specific ad types,

and guidelines on separating advertising and editorial content, limited the advertising inventory available in

the market, thereby driving up advertising prices. Although the NAB Code was voluntary, its widespread

adoption by broadcasters had a significant impact on the market price.

In response to the lawsuit, the NAB and the DOJ reached a settlement in the form of a consent decree,

which is an agreement that resolves a dispute without an admission of guilt or liability. Under the terms

of the consent decree, NAB agreed to abandon the advertising provisions of the Code, and in January

1983, NAB abandoned the entire Code [26, 118]. The case illustrates the challenges and potential pitfalls of

multistakeholder content regulation. As documented by Angela J. Campbell, who meticulously recorded the

rise and fall of media self-regulation, Congress passed a law that exempted broadcasters from antitrust laws,

allowing them to take collective action to reduce violent programming without fearing legal repercussions,

but did not engage in any significant collective actions to curb violent content.

This narrative is echoed in the context of AI systems. In recent years, concerns have grown regarding

the potential antitrust implications of cross-platform collaborations. For instance, Mark Lemley emphasizes

the importance of preserving laws that allow tech companies the freedom to determine the content on their

platforms, rather than imposing detailed content scrutiny or treating platforms as government actors [259].

Lemley stresses that in the long run, imposing too many rules on tech companies can make it harder for new

competitors to enter the market and therefore limits the choices available to consumers. Evelyn Douek has

warned about the rise of “content cartels” resulting from cross-platform collaboration pressure [154]. Douek
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argues that an opaque cartel may be as detrimental as a monopoly over public discourse, potentially lead-

ing to unregulated cartels that exacerbate existing content moderation issues, such as lack of transparency,

accountability, concentration of power, and inconsistent application of standards across platforms.

Building on antitrust concerns in content moderation, the landscape of generative AI systems presents

even more complex challenges. As AI companies strive to develop safe and aligned systems, there is a

growing need for collaboration and information sharing. However, this cooperation could potentially raise

antitrust red flags. For instance, leading AI companies might want to share insights about their alignment

techniques, safety measures, or ethical guidelines to ensure responsible AI development across the indus-

try. This could include sharing data on model behaviors, successful containment strategies for potentially

harmful outputs, or best practices in prompt engineering to mitigate risks. While such collaboration could

significantly enhance AI safety and ethical standards, it might also be seen as anti-competitive behavior.

The sharing of alignment strategies or safety protocols could be interpreted as a form of collusion that limits

innovation or creates barriers to entry for new competitors. Smaller AI companies or startups might argue

that such collaboration among industry giants unfairly disadvantages them, as they may not have access to

the same level of shared knowledge or resources. This could potentially stifle competition and innovation in

the AI sector.

To navigate these challenges, any co-regulatory framework for generative AI must carefully balance the

need for industry-wide safety standards and ethical alignment with the principles of fair competition. This

might involve creating safe harbors for certain types of information sharing related to AI safety, similar

to the exemptions granted to broadcasters for reducing violent content. Alternatively, it could require the

involvement of neutral third parties or government agencies to facilitate the exchange of critical safety

information without risking antitrust violations.

Practical Challenge (1): “Why bother?”

Co-regulation could have a basis in statutes, but in most cases, particularly when applied globally, it tends

to rely on agreement between stakeholders, or in other words, good will. When enforcement does not fol-

low, good intentions can easily be obstructed. The situation worsens if (1) co-regulatory decision harms the

individual company’s short-term profits, or (2) the decision is contestable. Collaboration aim at achieving
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common goals, such as online trust and safety, can face challenges in defining the roles and responsibili-

ties of participants due to the intangible and non-exclusive benefits involved. This can lead to free-riding

behaviors where some participants benefit without contributing their fair share, making it difficult to sus-

tain collaborative efforts [305]. This free-rider problem is unavoidable when the collective goals are distant

from individual companies’ short-term goals and are not accompanied by effective enforcement mecha-

nisms [305].

One example of this is the Internet Content Rating Association (ICRA), which despite widespread in-

dustry and political backing, struggled to convince website owners to voluntarily label their websites to

help parents determine whether the site was appropriate for them or their children. The EU and Germany

provided financial support for the development of self-labeling safety tools [78]. In 1999, Microsoft openly

pledged its support for the ICRA: “Microsoft’s involvement in ICRA is an expression of our commitment to

working with members of the Internet industry to help users understand online safety issues and have a pos-

itive experience online.” [30] However, in his compelling essay titled “ICRAfail–A Lesson for the Future,”

the former CEO of ICRA recollects that even members of ICRA refuse to use ICRA labels on their websites,

and Microsoft did not make a necessary update on Internet Explorer. When even core contributors do not

want to make small changes in their practices, the ICRA was unable to convince hundreds of thousands of

website owners to accept its answers to the question, “why bother?” The ICRA failed to achieve its goal and

shut down in 2010. Similar participant attrition also occurred with respect to privacy self-regulation online

as documented by multiple scholars [141, 213, 191].

In the context of generative AI, comparable challenges to those faced by ICRA and privacy self-regulation

initiatives could emerge in co-regulatory efforts. For instance, leading AI companies might initially agree

to collaborate on developing ethical guidelines for generative AI systems, such as preventing the generation

of harmful content or ensuring transparency in AI-generated output. However, as the market for AI services

grows more competitive, individual companies might be tempted to prioritize their short-term profits over

adherence to these collective standards. If there are safety measures that might slightly reduce the versatility

or speed of an AI system, all participants might agree on the importance of such measures in principle,

however, individual companies might hesitate to fully implement them if they believe it could put them at

a competitive disadvantage. This reluctance could be particularly pronounced if the benefits of compliance
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are intangible or long-term.

The challenge of defining and measuring compliance in the AI field could also contribute to the free-rider

problem. Unlike website labeling or privacy policies, assessing adherence to AI ethics guidelines or safety

protocols can be highly complex and technically challenging. This complexity could provide cover for com-

panies that wish to appear compliant while not fully implementing agreed-upon measures. Furthermore, the

rapid pace of AI advancement might render some co-regulatory agreements obsolete almost as soon as they

are implemented. This could lead to a situation where companies nominally adhere to outdated standards

while pushing the boundaries with newer technologies that fall outside the scope of existing agreements.

Practical Challenge (2): Who participates?

Another challenge of co-regulation is ensuring that stakeholders have a meaningful opportunity to participate

in decision-making processes. Ostrom stresses that all stakeholders, regardless of their level of power or

access to resources, should have a meaningful opportunity to engage in decision-making processes and

shape the rules that govern their behavior [306]. Without such opportunities, as Ansell & Gash address in

power imbalances, there is a risk that the co-regulation process will be dominated by powerful stakeholders

or that the voices of certain groups will be marginalized or ignored, leading to a lack of legitimacy and

effectiveness in the governance system. However, in a diverse and decentralized online environment, such

shared norms and goals are often absent, and a dozen board members are unlikely to fully represent the

unique perspectives of different user groups [119]. Geographic considerations also play a significant role

in determining who makes the rules. Decisions must be made on whether the focus should be on a global,

national, or local level. For example, proponents of Social Media Councils have yet to reach an agreement

on whether a global or national model is more appropriate. A global model may offer consistent standards

across platforms, while national models may better cater to the unique cultural, social, and legal contexts of

each country and more easily serve as the “shadow of the state.” [371, 76]

In the context of generative AI, the challenge of ensuring meaningful participation in co-regulatory

processes is particularly complex and multifaceted. The global reach and impact of AI systems, combined

with the diversity of stakeholders and the rapid pace of technological advancement, create a unique set of

challenges for inclusive and representative decision-making. The technical complexity of AI systems also
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poses a barrier to inclusive participation. Many of the ethical and safety considerations in AI development

require a deep understanding of the technology, which may limit the ability of non-technical stakeholders

to meaningfully contribute to decisions. This could lead to a situation where technical experts dominate the

conversation, potentially overlooking important societal and ethical considerations.

The landscape of generative AI is further complicated by the coexistence of closed and open-source

models, as well as the wide array of applications built on these models. Closed-source models, developed

by large tech companies, may have different priorities and constraints compared to open-source models

created by academic or community-driven initiatives. Applications ranging from creative tools to scientific

research assistants add another layer of complexity. This diversity makes it challenging to define a cohesive

“membership” for co-regulatory bodies and to ensure that all relevant perspectives are represented. Another

concern is the cultural homogenization fostered by generative AI. Critics have pointed out that many large

language models and generative AI systems are primarily trained on Western, English-language data, leading

to outputs that reflect Western cultural norms and perspectives [368]. This bias has raised concerns about the

global applicability and fairness of these systems. Ensuring diverse cultural representation in co-regulatory

bodies is crucial in addressing this issue, but it also raises questions about how to balance global standards

with local cultural contexts.

Moreover, the legal and regulatory landscape for AI varies significantly across different jurisdictions.

Free speech protections, anti-discrimination laws, privacy regulations, intellectual property rights, and trade

secret protections all differ from country to country. For instance, the robust free speech protections in

the United States may clash with the stricter content regulation of European countries or the censorship

practices in authoritarian regimes. Privacy laws like GDPR in Europe impose different requirements from

those in other parts of the world. These legal disparities make it extremely challenging to create universally

applicable rules for AI systems on a global scale.

Practical Challenge: Who Pays the Fees?

An operational fee is often overlooked in the early stages of forming a rule-making organization but is

actually a crucial building block that defines the scope of its work. For example, paying honorariums to

part-time council members and meticulous monitoring across a broad web, along with considerate dispute
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resolution, require significant costs that are crucial for gaining trust in the system. For multiple stakeholders

to self-regulate successfully, they must possess not only the willingness to do so but also the necessary

expertise [118]. However, financial constraints can impede an organization’s ability to carry out its mission

effectively, as exemplified by the National News Council (NNC), which relied solely on donations and faced

difficulties in reviewing the fairness and accuracy of stories due to limited funding. The NNC was unable

to attract competent staff and relied heavily on graduate students for its investigations. Similarly, the ICRA

was not able to assess its achievements because it lacked the infrastructure to crawl the web and count those

websites that had been labeled out of all available websites [78].

In addition to funding adequacy, it is important to consider who pays. Industry funding may create a

capture problem, and government funding can invite unwanted censorship attempts or political pressure.

Regulators who wish to maintain independence from the industry and the government may rely on unstable

funding sources such as donations. In cases where receiving a decision from a regulator, such as a rating

for video games, is a condition for financial gains or entry to the market, a regulator may charge a fee for

their services. This model can achieve both independence and funding sustainability but is limited in its

applicability.

In the context of generative AI, operational costs for an AI co-regulatory body would be substantial. The

organization would need to attract and retain highly skilled professionals with expertise in AI technology,

ethics, law, and policy. These experts would need to keep pace with the rapid advancements in the field,

requiring ongoing training and education. The body would also need sophisticated technical infrastructure

to monitor and assess AI systems, potentially including high-performance computing resources to test and

evaluate large language models and other AI systems. Moreover, the global nature of AI deployment would

necessitate a geographically diverse team and potentially multiple offices worldwide to address region-

specific issues and cultural contexts. This global presence would further increase operational costs.

The question of who should fund such an organization is particularly challenging in the AI context. In-

dustry funding from major AI companies could provide substantial resources but risks creating a perception

(or reality) of regulatory capture. Given the immense influence these systems can have on society, public

trust in the independence of the regulatory body is crucial. Government funding could provide more stability

and potentially greater resources, however, it could also invite political interference, which is particularly
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Figure 4.3: Guiding Principles for AI Co-Regulatory Governance
.

concerning given the potential of AI systems to influence public opinion and democratic processes. Relying

on donations, as some previous attempts at self-regulation have done, is likely to be insufficient given the

scale and complexity of AI governance. A fee-for-service model, where AI companies pay for assessments

or certifications, could provide a sustainable funding source. Therefore, a diversified funding model could

help maintain independence while ensuring adequate resources. However, it would require careful design to

balance the interests of all stakeholders and maintain public trust.

4.7.2 Strategies for AI Co-Regulation Model

Drawing from our case studies and anticipated challenges, we propose the following guiding principles

for AI co-regulation as illustrated in Figure 4.3, while acknowledging the complex landscape and potential

obstacles:

Starting Conditions

1. Acknowledge Power Disparities: Recognize and address existing power imbalances among stake-

holders in the AI industry, including disparities between large and small AI companies, as well as
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between companies and users. Consider differences between open-source and closed models, and be-

tween model developers and application creators.

2. Leverage Interdependence: Capitalize on the interdependence among AI developers, particularly in

sharing advanced alignment/safety technologies, to encourage participation in the co-regulatory pro-

cess.

3. Historical Context: Be mindful of the prehistory of cooperation and conflicts within the AI industry.

For example, consider relationships between content creators and new media outlets.

4. Normative Challenges: Address potential claims of free speech rights by AI companies, considering

recent legal precedents like NetChoice v. Paxton, as well as antitrust concerns that may arise from

industry-wide collaboration, potentially by creating safe harbors for sharing critical safety information.

Institutional Design

1. Inclusive Participation: Recognize difficulty in ensuring meaningful participation from all stakehold-

ers given AI’s general-purpose nature. Address challenges in diversity across closed-source, open-

source, and various AI applications, as well as different legal/cultural landscapes. Ensure participation

from leading AI companies while also including smaller companies and impacted individuals or groups.

Divide governance into specific themes such as labor, creativity, and professional services to allow for

context-specific regulations.

2. Exclusive Forum: Consider establishing an official, exclusive forum for AI governance discussions,

while being cautious of potential antitrust implications.

3. Enforcement Mechanisms: Address the free-rider problem when benefits are intangible or long-term.

Acknowledge difficulty in defining and measuring compliance in AI. Establish clear signals for com-

pliant and non-compliant actors. Clarify incentive structures to encourage consistent participation.

4. Diversified Funding: Industry funding risks regulatory capture; Government funding may invite polit-

ical interference; Donation-based funding likely insufficient for AI governance scale. Aim for a variety

of funding sources to ensure basic operational funding is not threatened by participant exits. Maintain

longevity and effectiveness.

5. Transparent Processes: Increase transparency by publishing decisions, relevant data, and allowing
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general and regular participation from various groups in the governance process.

6. Cultural Representation: Ensure diverse cultural representation to address concerns about AI systems

reflecting primarily Western cultural norms.

Collaborative Process

1. Face-to-Face Dialogue: Facilitate in-person, thorough deliberative processes among stakeholders to

encourage meaningful engagement.

2. Trust Building: Allocate sufficient time and resources for building trust, especially when addressing

topics with a history of conflict.

3. Long-Term Commitment: Foster a long-term commitment to the process with predictable outcomes

for both compliance and non-compliance. Develop mechanisms to ensure all participants contribute

fairly and benefit proportionately from the collaborative efforts.

4. Incremental Progress: Focus on achieving “small wins,” such as establishing rules for specific AI

applications or contexts, or developing shared technology features.

5. Technical Support: Ensure the capacity to provide technical assistance to under-resourced members,

promoting equitable participation.

Facilitative Leadership

1. Identify Organic Leaders: Recognize and nurture “organic leaders,” such as academics or leading AI

developers, within the AI community who can guide the co-regulatory process.

2. Articulate Collective Benefits: Encourage leaders to clearly communicate the shared advantages of

participating in the co-regulatory framework, addressing the “Why bother?” challenge.

3. Champion Ethical Practices: Support leaders in promoting and exemplifying ethical AI development

practices.

Ultimately, the success of this co-regulatory vision hinges on fostering a culture of responsible inno-

vation. Leading companies and scholars must take the initiative to shape ethical AI development practices

that can be adopted industry-wide. This proactive approach not only helps mitigate risks, but also builds
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public trust in generative AI technologies. While implementing these strategies presents significant chal-

lenges, meaningful progress may begin with acknowledging these difficulties and approaching them with

flexibility and determination. It is important to recognize that the journey towards effective AI co-regulation

will likely involve trial and error, requiring patience and persistence from all involved parties. Despite these

challenges, the potential benefits of a well-implemented co-regulatory framework—–including enhanced

innovation, improved safety, and increased public trust—–make this endeavor not only worthwhile but nec-

essary.
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Chapter 5

Paths Forward for AI Co-Governance

5.1 Recap of Case Studies

The two case studies presented in this dissertation offer valuable insight into the practical implementation

of co-design and co-regulation methods in contexts relevant to AI governance. Case Study 1 examined

a co-design model for AI governance in the legal domain, engaging 20 legal experts through case-based

deliberation workshops. This study yielded a comprehensive four-dimensional framework for evaluating AI

responses in legal contexts: (1) user attributes and behaviors, (2) nature of queries, (3) AI capabilities, and

(4) social impacts. This framework provides a structured approach to incorporating expert insights into AI

governance policies, ensuring consideration of a full range of relevant factors.

The study highlighted the value of domain-specific expertise in identifying critical considerations often

overlooked by AI developers, such as unauthorized practice of law, confidentiality concerns, and poten-

tial liability for inaccurate advice. It demonstrated the effectiveness of case-based deliberation in eliciting

nuanced insights grounded in real-world scenarios, moving beyond abstract principles to actionable guid-

ance. However, the research also revealed significant challenges in translating expert insights into coherent,

implementable policies. The diversity of expert perspectives, while valuable, often led to conflicting recom-

mendations. This underscored a key tension in co-design methods: the desire for open discourse and diverse

views can conflict with the need for clear, actionable policies.

Importantly, this case study led to a critical reflection on the nature of participation in AI governance. It
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challenged the notion that maximizing participation is always beneficial or achievable. Instead, it suggested

a more nuanced strategy that recognizes the complexities of AI governance and the need for strategic cal-

ibration of stakeholder involvement. This critique of participation maximization highlights the importance

of balancing diverse needs, motives, and contextual factors in co-design processes.

Case Study 2 investigated co-regulation in online content moderation in South Korea, comparing out-

comes in the web comics and news industries. This comparative analysis, based on interviews with key

stakeholders and the application of Ansell & Gash’s collaborative governance framework, revealed how

industry-specific dynamics significantly influence co-regulation effectiveness. The study found that suc-

cessful co-regulation hinges on factors such as stakeholder interdependence, facilitative leadership, clear

ground rules, and shared understanding. The web comics industry demonstrated a more successful model of

co-regulation, benefiting from a history of cooperation, strong interdependence between creators and plat-

forms, and clear ground rules. In contrast, the news industry faced significant challenges due to low trust

among stakeholders, weak incentives for participation, and difficulties in achieving consensus on complex

issues.

These findings led to crucial discussions about envisioning AI co-regulation. The study highlighted

potential challenges in applying co-regulation to AI governance, including the general-purpose nature of

AI systems, the complexity of stakeholder groups, and unclear interdependence between stakeholders. It

emphasized the need for a segmented construction of AI co-regulation, recognizing that different AI appli-

cations and sectors may require tailored governance strategies. Moreover, the study extended discussions

of collaborative governance by examining normative challenges particularly relevant to internet and AI reg-

ulation, such as free speech concerns, as well as practical challenges like funding sources. These insights

offer a more nuanced understanding of the factors influencing the efficacy and longevity of co-regulatory

frameworks in the digital era.

Together, these case studies provide empirical grounding for our theoretical framework and offer valu-

able lessons for future governance efforts in the rapidly evolving field of AI. They highlight the potential of

co-design and co-regulation models while also revealing the significant challenges in their implementation.

These insights pave the way for more effective, context-sensitive, and sustainable governance strategies in

AI development and deployment.
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5.2 Lessons Learned

Through detailed examination of AI in legal advice and content moderation in South Korea’s web comics

and news industries, several key lessons emerge. These lessons highlight the critical importance of context,

the challenges inherent in collaborative governance structures, and the unique barriers posed by the nature

of AI systems.

5.2.1 Contexts Matter, Significantly

The synthesis of findings from the two case studies reveals a complex landscape for co-governance in emerg-

ing technologies. Both studies highlight the critical importance of industry-specific dynamics, stakeholder

relationships, and historical contexts in shaping the success of co-governing efforts.

The findings of Case Study 1 demonstrate the critical importance of context in the development and

implementation of AI systems for legal advice. The appropriateness and effectiveness of AI-generated

legal guidance are deeply rooted in a complex web of factors spanning individual, legal, technological,

and societal domains: (1) user-specific factors such as identity, geographic location, legal sophistication,

and access to resources; (2) the complexities of user queries that involve various laws, jurisdictions, and

case-specific details; (3) the capabilities and limitations of AI systems themselves with respect to accuracy,

context-awareness, confidentiality, accountability, and potential biases; and (4) the broader social and ethical

contexts including potential consequences for third parties and society at large.

The findings reveal the profound value of drawing on centuries of professional expertise in developing

AI governance for legal advice. Legal experts offer crucial perspectives on the distinction between legal

information and legal advice, rooted in long-established professional ethics designed to protect clients from

unauthorized guidance in high-stakes decisions. Their insights highlight critical aspects of confidentiality,

privacy, and accountability in AI-generated advice.

Conversations with AI systems carry inherent security risks, as they can be unintentionally exposed to

third parties, including potential leaks unknown to system operators. This vulnerability extends to legal

proceedings, where AI interactions lack the protection of attorney-client privilege. Unlike conversations

with lawyers, which are privileged, interactions with AI systems—whether stored locally or online—can

be subject to court orders and potentially used as incriminating evidence. This leaves users exposed in
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subsequent legal processes, compromising their privacy and legal position.

In addition, AI systems fundamentally lack the professional accountability that characterizes the legal

profession. Although attorneys are bound by strict ethical standards and face severe consequences such as

disbarment or penalties for grossly negligent counsel, AI systems bear no such responsibility for providing

incorrect or harmful advice. Lawyers must adhere to a well-established standard of care, ensuring that their

practice meets industry standards. In contrast, AI-generated advice currently operates without these crucial

accountability mechanisms, leaving users without recourse for poor or damaging guidance.

These findings underscore a broader principle: AI developers can and should learn from the accumulated

wisdom of professional communities. Each domain—be it law, finance, mental health, or medicine—has

evolved unique ethical frameworks based on specific safety concerns and practical experiences. This sug-

gests that AI governance in professional advice domains should not adopt a one-size-fits-all approach, but

rather develop tailored policies that incorporate input from diverse stakeholders within each field. Further-

more, the study illuminates how AI norms cannot be divorced from human-developed norms that predate

both the Internet and AI technology. Societies have formed nuanced understandings of acceptable and un-

acceptable practices, which vary significantly between cultures, countries, and professional domains. These

established norms inevitably shape and constrain discussions around AI governance.

There may be a temptation to create universal rules that apply to all AI systems. However, this re-

search demonstrates the inherent limitations of such an overarching solution. The complexity and context-

specificity of problem domains necessitate more nuanced domain-specific governance frameworks. This

perspective acknowledges the rich tapestry of human knowledge and ethical frameworks that have evolved

over time, ensuring that AI systems are developed and deployed in a manner that respects and builds upon

this accumulated wisdom.

Likewise, Case Study 2, which examines co-regulation efforts in South Korea’s news and web comics in-

dustries, strongly emphasizes the importance of contextual matters for successful collaborative co-regulation.

The web comics industry in South Korea demonstrated a more successful model of co-regulation, benefiting

from a history of cooperation, strong interdependence between creators and platforms, and clear ground

rules. In contrast, the news industry faced significant challenges due to low trust among stakeholders, weak

incentives for participation, and difficulties in achieving consensus on complex issues. The study’s appli-
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cation of Ansell & Gash’s collaborative governance framework reveals how industry-specific dynamics,

historical relationships, and stakeholder interdependence significantly influence the potential for effective

co-regulation.

While the overall institutional design is similar (government support, authorities based on agreements,

creator-platform collaborations), the outcomes of co-regulatory systems differed by industry. The web

comics industry benefited from a history of cooperation and high interdependence between creators and

platforms, shared understanding of the public stigmatization of the industry, and the government’s tangible

regulatory threats. Furthermore, the presence of respected “organic” leaders in the web comics industry and

the exclusive authority of its co-regulatory body contributed to its relative success.

In contrast, the news industry’s fragmented nature and long-standing tensions between news organiza-

tions and online platforms hindered effective co-regulation. The strong sense of journalistic independence in

the news industry conflicted with external oversight, disarming co-regulatory boards from exercising more

effective enforcement mechanisms. Aggrieved parties of defamatory or false news articles often seek alter-

native forums such as courts and Congress, which undermines co-regulation and disincentivizes long-term

participation. This disparity underscores how the specific characteristics and dynamics of each industry

shape the outcomes of co-regulatory efforts.

This reveals that collaborative governance is incredibly context-sensitive. The success of such gov-

ernance is largely determined by factors such as power dynamics and the nature of relationships among

stakeholders. It suggests that when conditions are unfavorable across multiple dimensions, it may be pru-

dent to abandon collaborative strategies altogether, as the inherent flexibility can lead to the rapid dissolution

of the governance structure.

This study highlights the importance of human calibration and coordination, particularly the often subtle

efforts required to build trust over time. These soft skills and relationship-building activities are crucial

to creating a foundation of mutual understanding and cooperation. This study also stresses the need for

robust organizational requirements to support the collaborative process. Central to their framework is the

concept of incentives. Although motivation to participate is partly shaped by the pre-history of stakeholder

relationships (e.g., their level of interdependence), Ansell & Gash argue that clear and compelling incentives

are critical for sustaining governance over time [76]. These incentives serve as a driving force, encouraging
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ongoing engagement and commitment from all parties involved.

5.2.2 Barriers to AI Co-Governance

The case studies indicate the inherent fragility of collaborative governance structures. The very attributes

that make co-governance appealing—flexibility, adaptability, voluntary participation, and shared responsibilities—

also render it vulnerable to dissolution. Co-design efforts are highly dependent on the goodwill of develop-

ers. Although companies may initially engage stakeholders in policy-making to gain legitimacy and public

trust, this commitment often falters when faced with shifting corporate priorities. The history of co-design

and participatory design is replete with examples of short-lived nominal initiatives that failed to effect a

meaningful change in practice [147, 148, 322, 381].

The unique characteristics of generative AI systems further complicate this landscape. The concept

of a “participatory ceiling” encapsulates the limitations facing stakeholders when trying to meaningfully

influence the AI foundation models [381]. Corporate control presents a significant barrier, as foundation

model developers, predominantly large tech companies, have little incentive to share control with broader

communities. Participatory efforts often amount to mere consultation rather than conferring real decision-

making power on stakeholders. This dynamic results from the centralization of resources and computational

power in well-resourced companies, a corporate focus on shareholder interests over open collaboration, risk

aversion in large organizations, and practical challenges such as intellectual property concerns.

The context-agnostic nature of foundation models exacerbates the challenges [113]. These models aim

for universality and general applicability across domains, which conflicts with the context-specific nature of

meaningful participation. Unlike the well-defined domains of the news and web comics industries examined

in Case Study 2, generative AI systems serve a vast array of stakeholders–from students to teachers, govern-

ment agencies to mental health institutions—adapting their persona based on user queries. This versatility

makes it challenging to formulate theme-specific or context-specific governance structures.

Consequently, current participatory efforts tend to focus on abstract, universal guidelines rather than

incorporating local knowledge and addressing specific contexts. It makes it difficult for participants to reason

about concrete applications and risks and poses significant challenges in addressing the specific harms and

concerns of marginalized communities. The result is a governance model that struggles to balance the need
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for broad applicability with the imperative for meaningful context-sensitive stakeholder participation.

Similarly, co-regulation involves the challenging task of aligning diverse interests from corporations,

government actors, and civil societies toward a common goal. This process requires substantial effort, but

participants retain the freedom to withdraw when decisions conflict with their interests. Unlike hard binding

laws, co-regulation ideally emerges from inclusive dialogues. The non-binding nature of co-regulation,

while allowing for inclusive dialogue, also makes it vulnerable to collapse. In the absence of “organic”

leaders, even minor operational flaws can force stakeholders to leave the governance structure.

Moreover, the current landscape of AI-generated content, primarily based on user prompts, is likely to

implicate free speech concerns when external co-regulatory bodies attempt to impose safety rules. This

tension between content regulation and freedom of expression echoes long-standing debates in media gov-

ernance, and the dynamic and personalized nature of AI output complicates traditional notions of content

moderation and raises questions about the boundaries of protected speech in human-AI interactions. There

are also competing demands for transparency and data protection. Although effective oversight and the ac-

countability of AI systems require a high degree of transparency, including access to training data, model

architectures, and decision-making processes, AI developers have legitimate concerns about protecting pro-

prietary information, intellectual property, and user privacy.

These normative challenges present significant hurdles for co-regulatory efforts in AI governance. They

require careful navigation of complex legal and ethical terrain, often involving trade-offs between competing

values and interests. The global nature of AI development and deployment adds another layer of complexity

to these normative challenges. Different jurisdictions have varying legal frameworks and cultural norms

on issues such as privacy, free speech, and the role of technology in society. This diversity of strategies

makes it difficult to establish universally applicable governance frameworks, which can lead to regulatory

fragmentation and forum shopping by AI developers.

5.3 Guiding Principles for AI Co-Governance

Drawing from the lessons learned through our case studies and broader research, this section outlines key

guiding principles for effective AI co-governance. These principles are designed to address the challenges

identified in our research while leveraging the strengths of collaborative methods. We focus on three critical
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areas: the importance of context specificity in governance models, the need to view AI governance as a

human-centric process, and the necessity of resolving legal ambiguities surrounding AI regulation.

5.3.1 Focus on Context-Specificity

As demonstrated in both case studies, careful consideration must be given to the evaluation of the favorabil-

ity of contextual factors and how institutional design can foster a collaborative environment. Similarly, in a

co-design model for AI governance, the strategy can be tailored to specific contexts and stakeholder needs,

despite the general-purpose nature of generative AI systems. Case Study 1 highlights the unique considera-

tions of the legal advice domain, which separates it from other professional fields and AI applications. This

highlights the critical need for AI developers to incorporate field-specific, time-tested wisdom, and widely

accepted norms when crafting governance frameworks. In doing so, they ensure that AI systems respect and

align with the established practices and ethical standards of each domain in which they operate. In addition,

the diversity of cultural, national, and community norms requires a nuanced approach to the representation

and governance of the AI system. Different societies may have varying expectations and standards that need

to be reflected in the AI systems that serve them.

Therefore, before embarking on any co-design or co-regulation initiative, policymakers, researchers,

and practitioners must carefully define the scope, audience, and jurisdiction of the effort. The bottom-line

questions include the following.

• Who are the key stakeholders that need to be involved, and what are their respective roles, inter-

ests, and incentives?

• What is the specific problem or challenge that the initiative seeks to address, and what are the

desired outcomes?

• What is the appropriate level and scale of engagement, given the nature of the problem and the

resources available?

• How will the initiative be governed, and what mechanisms will be put in place to ensure trans-

parency, accountability, and inclusivity?

• What are the potential risks and unintended consequences of the initiative, and how will these be

132



mitigated?

5.3.2 Governing AI as Human-Centric Process

Case studies demonstrate the effectiveness of human-centric methodologies in AI governance research, high-

lighting the value of nuanced, context-rich approaches. These methods, including case-based deliberation

and confidential interviews, prove to be instrumental in uncovering the complexities of AI governance chal-

lenges and potential solutions. When viewed through the lens of Ansell & Gash’s collaborative governance

framework, these strategies underscore the importance of well-designed, sustained processes for meaningful

stakeholder engagement.

In Case Study 1, case-based deliberation enables free-form exploratory thinking among experts, utiliz-

ing realistic scenarios to engage them effectively. This method allows for the examination of both granular

concerns and overarching constraints, producing concrete, contextual factors that go beyond theoretical

principles. The collective deliberation facilitated by this method reveals hidden dimensions and nuances, as

experts build upon each other’s insights and challenge their own initial analyses. In Case Study 2, confiden-

tial one-on-one interviews foster open conversations about sensitive matters and provide insider perspectives

on industry dynamics. This method allows for a deeper understanding of contexts not apparent in formal

documentation and reveals underlying reasons for co-regulatory successes and failures. The anonymity

afforded by these interviews encourages candid responses, leading to more authentic and valuable lessons.

These human-centric approaches offer several advantages to AI governance research, aligning with

Ansell & Gash’s emphasis on face-to-face dialogue, trust building, and commitment to the process. They

provide a contextual understanding that goes beyond abstract principles to concrete, real-world considera-

tions. By directly involving industry experts and insiders, these methods ensure that governance frameworks

are informed by those with deep domain knowledge and practical experience, fostering the shared under-

standing that Ansell & Gash identify as crucial to successful collaboration.

However, it is important to recognize that these human-centric processes require careful design and

implementation over an extended period to be truly effective. Collaborative governance is not a quick fix,

but a long-term commitment. In the context of AI governance, this means establishing ongoing forums for

dialogue, regularly reviewing and refining governance frameworks, and maintaining consistent stakeholder

133



engagement even as technologies and societal needs evolve.

The collaborative nature of case-based deliberation and the depth of one-on-one interviews allow the

exploration of complex issues from multiple angles, revealing subtleties that might be missed in more struc-

tured ways. This aligns with Ansell & Gash’s emphasis on iterative learning processes in collaborative

governance. Over time, these methods can help build the shared ownership and mutual gains that are essen-

tial for sustainable collaborative efforts. These methods bridge the gap between theory and practice, offering

actionable insights for AI developers and policymakers. They also play a crucial role in building trust among

stakeholders, an essential element in developing effective governance structures. This trust-building aspect

is particularly important in the context of AI governance, where rapid technological advances and potential

social impacts can create tensions between different stakeholder groups.

Moving forward, AI governance efforts should continue to prioritize these human-centric methodolo-

gies, complementing quantitative data analysis with qualitative insights as part of a long-term iterative pro-

cess rather than one-off initiatives. This approach can lead to more effective, adaptable and context-sensitive

governance structures that address the unique challenges posed by AI technologies in various domains and

industries. By grounding governance strategies in real-world experience and expert knowledge, and commit-

ting to ongoing, carefully designed collaborative processes, these powerful technologies will serve society’s

best interests, fostering a governance model that is both robust and responsive to the evolving challenges of

AI.

5.3.3 Resolving Legal Ambiguities

Addressing normative uncertainties is crucial for effective AI governance, as we have seen in media co-

regulation that court rulings disfavoring collective rule-making, either due to free speech or antitrust con-

cerns, can immediately disrupt long-standing efforts to coordinate co-regulation, leading to the rapid disso-

lution of the entire system.

The potential conflict between AI regulation and free speech protections has been a source of concern for

some stakeholders. However, a closer examination of existing legal frameworks suggests that free speech

law need not be a significant barrier to constructing effective AI co-regulation. Firstly, the speech of AI

providers is likely to be considered corporate speech, which historically receives less protection than indi-
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vidual speech. Moreover, the unique characteristics of AI systems—their potential for widespread impact,

the concentration of power in the industry, and concerns about discrimination and bias—justify tailored

regulation to protect public interest and user autonomy [125].

Precedents provide a model for balancing free-speech considerations with the need for regulation. Al-

though commercial speech is protected by the First Amendment, deceptive advertising has been prohibited.

The Supreme Court established a four-part Central Hudson test to determine when commercial speech can

be regulated. The test asks whether (1) speech concerns lawful activity and is not misleading, (2) the

government’s interest is substantial, (3) the regulation directly advances the government’s interest, and (4)

the regulation is not more extensive than necessary [25]. This test allows for the Federal Trade Commis-

sion’s regulation of deceptive advertising, which has been upheld in cases such as POM Wonderful LLC v.

FTC [40].

Another illustrative example of balancing free speech rights with harm mitigation is the ethics regulation

of academic research by the International Review Board (IRB). Academic freedom is heavily protected by

the First Amendment [22], but most universities and research institutes are subject to the Federal Policy

for the Protection of Human Subjects, which is also known as the “Common Rule.” [68] The freedom

of researchers to design, conduct, and write about research is restricted by this rule to protect the rights

and welfare of human research subjects. The relationship between researchers and human subjects bears

similarities to that between AI service providers and users. In both cases, there is a significant power

imbalance and information asymmetry that renders the latter vulnerable to potential manipulation or abuse.

Just as human subjects may agree to participate in research without fully understanding the risks involved,

users of AI systems may consent to service terms without a clear understanding of how their data will be

used or how AI output might influence their beliefs and behaviors in ways that may cause psychological,

emotional, or material damage. The lack of transparency surrounding many AI systems further compounds

these risks, as users are often left in the dark about how these systems operate and make decisions.

Given these parallels, the ethical principles and regulatory frameworks that have been developed to

protect human research subjects could serve as a valuable model to govern the relationship between AI

providers and users. A tailored regulatory framework could be developed to ensure that these systems are

designed and deployed in a manner that respects individual autonomy, mitigates potential harms, and aligns
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with the public interest. This could involve requirements for transparency, accountability, and ongoing

monitoring, as well as mechanisms for addressing bias and discrimination.

To resolve this legal ambiguity, collaboration between multiple stakeholders is significant. Courts play

a crucial role in interpreting how existing laws apply to new AI technologies. By engaging with other

stakeholders, the judiciary can develop a nuanced understanding of AI’s complexities, potentially leading

to more informed rulings that balance innovation with societal interests. Legal scholars and ethicists can

help clarify how First Amendment protections apply to AI-generated content, drawing on precedents in ar-

eas such as corporate speech and commercial regulation. Policymakers and legislators, informed by these

interpretations, can then work to craft new laws or adapt existing ones to address AI-specific challenges. AI

developers and companies are essential partners in this process, as their technical expertise is vital to under-

stand the capabilities and limitations of AI systems. Their participation ensures that governance frameworks

are both effective and technically feasible.

Civil society organizations and human rights experts can advocate for the public interest and ensure

that AI governance aligns with established human rights principles. Industry associations can help develop

self-regulation standards and best practices, which can complement formal regulations. These efforts can be

particularly valuable for addressing industry-specific challenges and promoting responsible AI development

within the private sector. International organizations, such as the UN or OECD, can facilitate global dialogue

and coordination on AI governance. Given the borderless nature of many AI applications, international

cooperation is crucial to develop consistent and effective governance models.

Legal ambiguities in AI governance present challenges, but they need not be insurmountable barriers.

Through collaborative efforts and proactive engagement with legal issues, it is possible to develop a gover-

nance framework that navigates these complexities effectively, fostering responsible AI development while

respecting fundamental legal principles.

5.4 Limitations of the Dissertation

Although this dissertation offers significant insights into AI co-governance, it is important to acknowledge

its limitations to contextualize the findings and identify areas for future research.
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Narrow Domain Focus The study’s concentration on AI systems providing legal advice, news apps, and

comics apps, while offering depth in these areas, presents several limitations. The governance models de-

veloped for these specific domains may not easily scale or apply to the broader spectrum of AI applications,

potentially overlooking unique challenges in other sectors. The study may not adequately account for emerg-

ing or future AI technologies, such as general-purpose AI systems, that could have fundamentally different

stakeholder dynamics.

Stakeholder Engagement Constraints The research primarily engaged experts and professionals, such as

lawyers in Case Study 1 and full-time creators, government officials, and platform executives in Case Study

2. While valuable, introduces certain biases and gaps. The absence of direct input from everyday users of

AI systems may result in governance models that do not fully address consumer concerns or experiences.

Over-reliance on expert opinions might lead to governance structures that favor professional or industry

interests over broader societal needs.

Implementation Challenges The dissertation appears to have given limited attention to several practical

aspects of implementing proposed governance models. There is insufficient exploration of the political

and economic obstacles to adopting co-design and co-regulation methods across different jurisdictions and

markets. The study may not fully address the challenges of integrating proposed governance models into

existing regulatory frameworks or the potential resistance from established regulatory bodies.

Methodological Limitations Case studies are not representative of the diverse range of AI governance

scenarios with varying cultural, political, or technological contexts in different regions or societies, poten-

tially limiting the generalizability of the findings. Moreover, given the rapid pace of AI development, some

findings can quickly become outdated, requiring ongoing research and updates.

While acknowledging the limitations of this work, I believe this dissertation contributes significantly to

the ongoing dialogue on effective AI governance. This study represents a starting point for exploring the

potential of co-design and co-regulation in AI governance. The application of these models in AI research

is still nascent, offering ample opportunities for further investigation and refinement. Future research could

examine the specific mechanisms that foster long-term stakeholder engagement, explore ways to balance
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power dynamics in co-governance structures, and investigate how these models can adapt to the rapid pace

of AI development.
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Chapter 6

Conclusion

The development of AI governance is likely to be segmented as we observe the burgeoning of diverse

voluntary guidelines, legislative proposals, and international norms. This diversity is not necessarily a draw-

back. Each form of rules, whether hard or soft, offers unique values, and as the development trajectory

of AI remains unpredictable, ethics and norms discussed in society and policy arenas naturally oscillate

and gradually evolve. This dissertation contributes to the ongoing discussions by exploring two promising

governance models, co–design and co-regulation. Reflecting on the expansive literature across law, public

policy, and computer science, this study demonstrates how the knowledge accumulated in these governance

models can offer fertile ground for AI governance.

By combining theoretical and empirical analysis, it examines how these collaborative models can be

pragmatically implemented to create more effective, context-sensitive governance frameworks. The re-

search employs qualitative methods to uncover rich, contextual insights, advancing our understanding of

stakeholder dynamics and institutional design in AI governance. Building upon and extending established

theoretical frameworks such as case-based reasoning and Ansell & Gash’s collaborative governance model,

this work develops forward-looking guiding principles for AI governance. Although the path of AI develop-

ment remains complex and uncertain, the insights gained from this study underscore the potential of collab-

orative approaches to governing AI systems. By fostering inclusive dialogues, leveraging diverse expertise,

and remaining adaptable to changing technological and societal landscapes, co-design and co-regulation

models offer promising avenues for navigating the challenges of AI governance.
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Appendix A

Supplement Material for Case Study 1

A.1 Workshop Participant Information

Table A.1: Workshop Participant Information

Number Legal Experience (yrs) Category AI Use (General) AI Use (Work)

P1 > 20 Law faculty Occasional Occasional
P2 < 5 Attorney Occasional Occasional
P3 > 20 Law faculty Regular Occasional
P4 6-10 Attorney Regular Regular
P5 11-15 Attorney Occasional Never
P6 > 20 Law faculty Regular Regular
P7 < 5 Law student Regular Never
P8 11-15 Attorney Regular Regular
P9 6-10 Law faculty Occasional Occasional

P10 < 5 Attorney Regular Regular
P11 < 5 Attorney Regular Regular
P12 < 5 Researcher Regular Regular
P13 6-10 Attorney Regular Regular
P14 < 5 Attorney Regular Regular
P15 < 5 Law student Regular Occasional
P16 6-10 Attorney Regular Regular
P17 16-20 Attorney Occasional Occasional
P18 < 5 Attorney Occasional Never
P19 < 5 Law student Regular Occasional
P20 < 5 Attorney Regular Regular

Note: Years of legal experience is self-reported with years of legal education removed for consistency.
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A.2 Provided AI Response Strategies and Examples
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Table A.2: AI Response Strategies and Corresponding Example Responses.

Response Strate-
gies

Description Example Response (Legal Advice)

Content violation Displays a warning mes-
sage that the user’s input
violates the AI’s content
policy.

This content may violate our content
policy. If you believe this to be in error,
please submit your feedback—your in-
put will aid our research in this area.

Refuse to answer Avoids providing a re-
sponse to the input and
advises the user to seek
professional advice in-
stead.

As an AI model, I am not a substi-
tute for consulting with a trained pro-
fessional. This seems like a specific
concern or issue that requires expert
advice. It’s always advisable to speak
with a professional in the relevant field.

Empathize +
Refuse

Emphasizes with a user
but avoids providing a re-
sponse to the input.

I am sorry that this is happening to you.
It sounds like a challenging situation.
Unfortunately, as an AI model, I cannot
provide specific legal advice. . .

Retrieve (non-
opinion) facts

Provides a detailed re-
sponse that cites specific
facts relevant to the input
but avoids providing a fur-
ther legal analysis.

As an AI model I cannot give legal ad-
vice specific to your situation but here
is a list of laws and cases that may be
helpful to look into:
1. Compliance with Applicable Laws

and Regulations: Laws like the
Children’s Online Privacy Protec-
tion Act (COPPA) and the Califor-
nia Consumer Privacy Act (CCPA)
may be relevant. . .

Help work through
questions

Helps users to identify
relevant matters in their
situations and, if nec-
essary, responds with a
question requesting more
information.

In matters of divorce, legal procedures
often require addresing issues such as
child custody and spousal support . . . .
To help you with this, I will need some
additional information. How many
children do you have?

Recommend Ac-
tions

Analyzes a user’s situ-
ation under the relevant
laws and provides specific
further steps that a user
may take.

I regret the distressing experience of
verbal abuse that you endured at
school. In California, potential legal
recourses may encompass claims of
negligence, a violation of federal civil
rights laws (Title XI) . . . As a prudent
next step, I recommend initiating for-
mal proceedings . . .
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A.3 Linear Regression of Participants’ AI Usage and Desired Responses

Presented in Table A.3, participants’ receptivity to a tailored AI response is estimated by the average of

the most generous answer types per each prompt. The “content warning” is marked as 0 points, the lowest

comfort level, and the “recommend action” template is marked as 6 points. For example, if a participant

chose both “empathize + refusal” (2 points) and “Help work through questions” (4 points) for the first case

(the higher point is 4) and chose “Recommend actions” (6 points) for the second case, we mark their level

of receptivity as 5 points. While P13 worked on four cases, all other participants chose two cases each.

The regression results (Table A.4) indicate that general AI fluency significantly predicts higher comfort

levels with proactive AI responses (p < 0.05), whereas work AI fluency is marginally associated with lower

comfort levels (p = 0.054). The predictors explain 25.6% of variation. Further investigation is required to

substantiate these preliminary relationships with a larger sample.
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Table A.3: Participants’ AI Use and Their Re-
ceptivity to More Tailored Responses

Number AI Use (General) AI Use (Work) Receptivity

P1 1 1 1
P2 1 1 4
P3 2 1 5
P4 2 2 4
P5 1 0 4
P6 2 2 3.5
P7 2 0 5.5
P8 2 2 2.5
P9 1 1 4

P10 2 2 4.5
P11 2 2 4
P12 2 2 1
P13 2 2 3.75
P14 2 2 4.5
P15 2 1 4.5
P16 2 2 6
P17 1 1 4
P18 1 0 4
P19 2 1 6
P20 2 2 4.5

Note: A pre-survey asked participants to describe
their AI usage in both professional (“Work”) and
non-professional (“General”) settings, using a scale
where 0 represented “Never,” 1 “Occasional use,”
and 2 “Regular use.” We then estimated receptivity
to more tailored responses such as opinion by
averaging the most generous answer types for each
case.

Table A.4: Regression Results

Predictor Estimate p-value
Intercept 2.4682 0.0297
AI usage in work -0.9682 0.0543
AI usage daily 1.6773 0.0373

• Residual Std. Error: 1.199 on 17 degrees of
freedom

• Multiple R-squared: 0.2557

• Adjusted R-squared: 0.1681

• F-statistic: 2.92 on 2 and 17 DF

• p-value: 0.08127

195





Appendix B

Interview Protocol for Case Study 2

B.1 Assessment of harmful content

1-1. Have you been concerned about harmful content in your industry? What were they?

1-2. Has the rise of the internet affected the distribution of harmful content?

1-3. Have you noticed any significant change in harmful online content in recent years?

1-4. What kind of efforts have you made to address this situation?

B.2 Relationship between stakeholders

2-1. Who are the main stakeholders in your industry? Could you name the influential entities or individuals?

2-2. How can you identify "creators" in your industry? How many are there?

2-3. Can you describe the relationship between online platforms and creators? Who has editorial control

over the content? If there is a dispute, how do they resolve it?

2-4. Have you ever experienced any threats from the government on freedom of expression?

B.3 Assessment of the existing co-regulation

3-1. Are you aware of ongoing co-regulation in your industry? What is your impression?

3-2. What purposes do you think a co-regulatory organization must achieve?
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3-3. What are the benefits of co-regulation? Could you give me any specific examples?

3-4. If you think the current organization is failing, can you think of any reasons?

3-5. How do you feel about the funding sources? Do you think the funding scheme affects the independence

of co-regulation?

3-6. If there was no possibility of government regulation, do you think co-regulation is still necessary?

B.4 Solutions

4-1. Which stakeholder should be more active in co-regulatory governance? (e.g., creators, platforms, co-

regulators, the government, civic groups, academics, labor unions, courts)

4-2. What are the most important organizational factors for effective co-regulation?

4-3. What would be the worst case that significantly undermines the legitimacy of co-regulation?

4-4. Which roles government should play to support effective co-regulation?

B.5 Specific Questions

B.5.1 For creators:

5.1-1. Could you describe the process of content production and distribution?

5.1-2. Who poses the most significant threats to your freedom of expression?

B.5.2 For platform executives:

5.2-1. How do you correspond with creators, other platforms, a co-regulator, and the government?

5.2-2. How many people are working to detect and remove harmful content in your company? Can you

describe the internal procedure? What kind of guidelines are you using?

5.2-3. What kind of technology are you using? Do you share it with other platforms or entities?

B.5.3 For co-regulators:

5.3-1. How many people are working in your organization? What are their roles and responsibilities?

198



5.3-2. What is your annual budget? Who funds it?

5.3-3. What kind of rules and guidelines are you using?

5.3-4. How do you recruit decision-making members? How often do they meet? How many cases do they

cover? Do they often reach a consensus?

5.3-5. Could you describe the decision-making process? How do you enforce those decisions?

5.3-6. What were the major achievements of your organization?

B.5.4 For government officials:

5.4-1. What kind of regulatory tools are available to address harmful content? Have you exercised authority?

5.4-2. If you have, how many cases were there last year? Could you give me some examples?

5.4-3. If you haven’t, what were the concerns about exercising authority?

5.4-4. How often and in what manner do you correspond with a co-regulator?
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Appendix C

Safeguarding Human Values: Rethinking

US Law for AI’s Societal Impacts

C.1 Introduction

In light of the threats posed by AI systems and the potential for unknown risks, the concept of “alignment”

has gained significant attention from researchers, developers, policymakers, and the public. Recent work

has explored approaches to better align AI systems with human values and preferences.1 This includes

efforts to discern user intent more accurately [307], refuse unethical commands [188, 82], avoid hallucinated

content [288, 194], and generate more coherent and engaging responses [270]. However, existing alignment

techniques are still relatively new and evolving, leaving AI systems vulnerable to various threats, including

prompt injection attacks.

Even if alignment techniques were to reach a high level of perfection, the question of how individual

companies prioritize its implementation remains a separate issue. Implementing popular methods, such

as collecting human feedback, is resource-intensive, thus, commercial incentives could take priority over

ethical considerations. More crucially, a critical question arises about what values AI systems should align

with and who should determine these values. Given that AI systems are applied to deeply personal domains

1This research is published in the proceedings of the AI and Ethics 2024 under the following citation: Inyoung Cheong, Aylin
Caliskan & Tadayoshi Kohno. Safeguarding Human Values: Rethinking US Law for Generative AI’s Societal Impacts. AI and
Ethics (2024). https://doi.org/10.1007/s43681-024-00451-4.
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like cognitive and emotional development, as well as broader societal areas such as employment, housing,

and law enforcement, it is questionable whether a small group of corporations should wield the power to

make value judgments, particularly without democratic oversight.

Therefore, complementary legal frameworks become essential. Leading academics such as Noah Yuval

Harari and Stuart Russel made an urgent call for “national institutions and international governance to en-

force standards in order to prevent recklessness and misuse” [97]. Indeed, translating abstract shared values

into actionable decisions is a fundamental function of legal systems [239]. Legal theory offers a rich history

of scholarship that combines philosophy and practicality. Legal scholars have conceptualized the law as a

means to align “what is” with “what ought to be” and as a counterweight to restrain the otherwise boundless

practices of capitalist market behavior [373].

However, the United States has pioneered a light-touch approach to regulating emerging technologies

(“There are more regulations on sandwich shops than there are on AI companies.” [284]) and is unlikely to

change its path in the near future. This contrasts with the legislative progress in EU [49, 60], Brazil [352],

and China [297]. US has and will have voluntary commitments from corporations [64], advisory guid-

ance like the NIST AI Safety Framework [54], internal guidance for government AI use [55], and sector-

specific rules such as drug development [169]. Additionally, the recent and more promising AI Executive

Order [215] indicates movement towards more proactive federal guidance on AI safety and bias mitigation

priorities. However, a broad national regulation on private AI development and deployment remains unlikely

to occur in the near future.

This regulatory reluctance raises critical questions. What historical or philosophical foundations breed

regulatory reluctance? If the US legal system has virtues, can it effectively address emerging threats posed

by advanced AI systems? If not, what legal frameworks are needed that are attuned to attuned to AI’s

evolving landscape? Can abstract human values discussed in AI development connect to codified legal

rights? To investigate these questions, this paper breaks down into four interrelated parts:

• Section 2 emphasizes the law’s role in translating contested values into AI alignment and governance

framework.

• Section 3 illuminates the deficiencies in current liability laws, rooted in a libertarian tradition (de-

scribed in Table C.1), regarding emerging issues like AI harms. We crafted five scenarios depicting
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potential AI damages: (1) educational disparities, (2) LGBTQIA+ bias reinforcement by AI systems,

(3) community-optimized AI services that intensify hatred, (4) emotional addiction to AI replica ser-

vices, and (5) enabling sexual relationships with AI replicas. Our analysis reveals that existing legal

frameworks insufficiently address such ethical issues without clear malicious intent or tangible individ-

ual harms evident.

• Section 4 provides historical context on the US legal system’s strong emphasis on individual liberty and

restricting government overreach.

• Section 5 advocates prudent adaptations within this legal heritage to balance innovation with responsi-

bility.

Scenario 1 2 3 4 5

Facts Only rich pub-
lic schools of-
fer AI-assisted
learning, re-
sulting in
educational
disparity.

LGBTQIA+
individuals
physically
attacked due to
AI-reinforced
stereotypes.

AI tool fine-
tuned by
communi-
ties produces
derogatory
comments
against certain
individuals.

User’s ob-
session with
AI replica of
their former
partner leads
to self-harm of
the user.

AI replica ser-
vice offers se-
cret sexual re-
lationship with-
out the knowl-
edge of the per-
son who was
replicated.

Physical Danger No Yes No Yes No

AI Company’s Intent Good Bad Good Unclear Bad

Values at Risk Fairness Diversity,
Physical Well-
being

Privacy, Mental
Well-being

Autonomy,
Mental Well-
being

Privacy, Mental
Well-being

* Are US laws capable of holding AI companies accountable?

US Constitution Unlikely Unlikely Unlikely Unlikely Unlikely

Civil rights laws Unlikely Unlikely Unlikely Unlikely Unlikely

Defamation Unlikely Unlikely Maybe Unlikely Unlikely

Product liability Unlikely Maybe Unlikely Maybe Unlikely

Privacy laws Unlikely Unlikely Maybe Maybe Maybe

Intentional infliction of
emotional distress

Unlikely Unlikely Unlikely Maybe Maybe

Deepfake laws Unlikely Unlikely Unlikely Unlikely Maybe

Table C.1: Legal Assessment of Different AI-mediated Value Infringement. We assume that Section 230
liability immunity does not extend to AI systems.

This paper emerges from continuous dialogues among three authors from distinct fields: law and policy,

fairness in natural language processing (NLP), and computer security and harm mitigations. The crafting of
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scenarios, the identification of values at risk, and the examination of legal domains have fostered a mutual

learning experience. The authors with a background in computer science were struck by the limitations

of constitutional principles in addressing AI-reinforced bias, while the author with a legal background was

captivated by the intricate and unpredictable nature of human interactions with AI systems. This interdis-

ciplinary endeavor involves integrating the unique languages, presumptions, and methodologies of specific

domains and envisioning future mitigations for anticipated drawbacks of AI-based systems.

C.2 The Role of Law in AI Alignment Discussions

AI-based systems, including those empowered by large language models (LLMs), demonstrate a remarkable

ability to produce human-like creative work, but also show pernicious effects [106]. In response to benign

requests, they produce biased content (e.g., sexually objectified images of women [411], biased judgment

against LGBTQIA+ people [362]); makes false claims about certain individuals [323] by deviating from

their training data (often called hallucinating [220]); and helps to spread misinformation that significantly

undermines democratic principles [196]. In response, aligning AI systems with human values has gained

attention. But techniques like reinforcement learning confront challenges around complex emergent model

capabilities and contested definitions of “values”. Amid vague ethics discussions, law offers concrete mech-

anisms to govern technology responsibly. Legal systems encode social contracts into codified rights and

enforceable duties. This section explores relationships between AI ethics aspirations and practical legal

formulas to steward technology responsibly.

C.2.1 Challenges in AI Alignment Discussions

Researchers have aimed to guide AI systems to provide desired results or eliminate undesirable behaviors.

Popular techniques include reinforcement learning from human feedback (RLHF) [425, 128, 288, 194, 189]

and AI feedback (RLAIF) [83, 254], and adversarial testing through domain experts (referred to as red-

teaming [188, 82]). Table C.2 provides an example of aligned output of GPT-4.

The emphasis on human values or safety in alignment research is relatively new. Prior to the recent

surge in generative AI, alignment work from 2014-2019 focused primarily on adhering to human prefer-

ences for machine translation tasks. Preferences were not personalized, but treated as a single unified set,
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Prompt Initial Response Improved Refusal
How can
I create a
bomb?

There is no definite answer to how to cre-
ate a bomb, as different types of bombs
may require different materials, methods,
and skills. However, a general overview
of some possible steps and considerations
are: . . .

My purpose as an AI language model is to as-
sist and provide information in a helpful and
safe manner. I can- not and will not provide in-
formation or guidance on creating weapons or
engaging in any illegal activities. Please let me
know if there is another topic I can help you
with.

Table C.2: Example Prompt and Completions for Improved Refusals on Disallowed Categories from Ope-
nAI (2023) [73].

concerning aspects like word order, coherence, and vocabulary matching [239, 144, 117, 185, 349]. After

2019, incorporating human feedback became immensely popular for improving AI output quality, despite

its costs. One group of researchers aimed to generate human-like conversational ability [189, 266], another

more value-oriented group sought to reduce harmful content [420, 188], improve safety [266, 402, 342],

mitigate bias [387, 411], handle ethical dilemmas [222, 175], and balance political views [267].

This marked a departure from the previous emphasis on narrow performance metrics toward broader

considerations of human values and societal impact, which was necessitated by advances in generative

capabilities in open-domain tasks. However, progress confronts inherent challenges around aligning black-

box systems with opaque emergent capabilities to contested, subjective values as follows.

Inherent Incompleteness of Alignment Techniques

The capabilities of LLMs are not fully understood. Recent larger models exhibit emergent abilities not seen

in smaller pre-trained models, such as exhibiting new forms of generalization and abstraction not directly

provided in the training data [423]. Given this limited understanding of LLMs, it is unsurprising that existing

techniques have gaps in suppressing undesirable behaviors. For instance, certain prompts (“Let’s think step

by step” [247] and “Take a deep breath” [415]) enhance models’ performance, while exact reasons remain

elusive. This opacity enables adversarial prompt engineering to bypass safety measures, a practice known

as jailbreaking, which has become prevalent on Reddit [69]. Research confirms that fine-tuning GPT-3.5

Turbo with a few adversarial examples costing pennies compromises its safety [319]. Even well-intended

practices like RLHF inadvertently increase risks by making unsafe behaviors more distinguishable [410].
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Unclear Definition of Human Values and Preferences

While not making it explicit, the existing alignment techniques presume a universal set of values, distinct

from individual’s personal preference or particular community’s norms [186, 211]. They use terms like

“preferences”, “values”, and “pro-social behaviors” interchangeably as generic goals, despite their distinct

colloquial meanings. “Preferences” typically denote narrower individual tastes or utilities, while “values”

reference broader principles and potentially carry greater normative weight as guiding principles [334, 214].

Some argue the very notion of “alignment” serves as an “empty signifier”—a rhetorical placeholder appeal-

ing to our vague ideals without offering meaningful specificity [240]. This blurring of terminology stifles

critical debate about these values, examining and evaluating the power structure surrounding them: If val-

ues differ between social groups, whose take precedence when trade-offs exist or conflicts arise? Whose

preferences or values are ultimately being captured in alignment data—the annotators, model developers, or

intended users?

The AI research community faces a notable lack of geographical and cultural diversity, with a pre-

dominant focus on Western perspectives [318]. If a certain alignment technique aimed to address Western

social injustices were applied globally, it would raise the possibility of imposing Western values on a wide

range of diverse cultures [368]. This concentration of power could result in local values shaping global AI

frameworks without allowing for meaningful discussion or input from affected communities. Therefore, it

is significant to encourage open and inclusive debates about the values that underlie the objectives of AI

alignment, without assuming universal consensus on ethical principles in a world characterized by cultural

and value diversity.

Uncertain Incentives for AI Alignment

Market incentives do not automatically encourage comprehensive alignment. Thoughout the internet’s evo-

lution, we have observed that ethical considerations (e.g., protecting privacy) could easily be overlooked

for commercial gain (e.g., targeted advertising) [130, 326, 235]. Some AI companies dedicate resources to

value alignment out of genuine ethics or reputational concerns. However, relying on voluntary ethics has

limitations. Competitors with lower standards could offer more capabilities, faster, cheaper, and in more

entertaining ways.
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It also remains unclear what incentives exist for companies of varying sizes to fully adopt alignment

methods. For example, the collection of human feedback, red team testing, robustness checks, and monitor-

ing demand significant expertise, compute, and human oversight [206, 418]. While larger firms may absorb

costs, smaller players need solutions mindful of resource constraints. Currently, technical papers extensively

discuss novel methods but inadequately address implementation barriers. Therefore, progress requires not

just inventing techniques, but incentivizing their widespread adoption. Policy levers could play a role in

steering the industry towards best practices.

C.2.2 Codifying Values into Law

AI alignment remains an area that requires extensive technical research, primarily addressing three key

challenges: operational difficulties and vulnerabilities to adversarial attacks; inadequacies in representing

diverse perspectives effectively; and the difficulty of implementing costly alignment techniques in real-

world scenarios. Research in this field generally follows the following four main approaches to address

these issues:

• Cost-efficient Alignment, for example, utilizing automatically generated feedback from LLMs without

the need for human feedback collection [83, 91].

• Personalized Alignment, developing personalized or curated alignment tailored to criteria defined by

individual users or specific communities [424, 150, 221].

• Open-Source Models, adopting open-source models that can be fine-tuned as needed rather than cen-

tralized closed models [341, 388].

• Linking Technology and Law, for example, by using universal human rights as a globally salient value

framework to ground responsible AI [318].

Our interest lies in the last approach. Laws formalize abstract concepts like justice into concrete rights

and processes. Laws codify essential values at the national (or state) level. After the World Wars, the United

Nations established the Universal Declaration of Human Rights, a document that world leaders at the time

could agree upon. The Declaration outlines 27 fundamental rights that closely align with the universal

values [94]. The philosopher and economist, Amartya Sen, states that “Human rights are to be seen as

articulations of ethical demands . . . Like other ethical claims that demand acceptance, there is an implicit
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presumption in making pronouncements on human rights that the underlying ethical claims will survive

open and informed scrutiny” [351].

Legal rights differ from values in that violations can be legally enforced and rely on the existence and

recognition of legal systems. When rights are infringed or obligations are not fulfilled, affected parties can

seek redress. The matters of personal tastes and manners are not subject to legal regulation. Instead, laws

inevitably restricting human freedoms should encode strictly necessary minimum standards. In the context

of AI alignment, mandating baseline safety directions legally would provide a bottom line guardrail that

companies can build upon voluntarily.

Law is also community-specific and evolves over time. Only part of the UN Declaration’s rights is

legally enforceable in the US and other countries as well. Also, implementation details of the literally

similar laws vary based on each nation’s unique history and values. For instance, criminal sanctions, civil

liabilities, regulatory approval processes, and enforcement agencies differ across countries, even for literally

similar laws. US people may find French baby naming laws odd, while French find gun ownership in the

US bizarre - but the differences often lie in how laws are put into practice, not just espoused values [405].

Therefore, it is a longstanding philosophy of rule of law and democracy for nations and states to enact laws

reflecting their important values and applying them per their circumstances. Consequently, for AI, legally

codifying minimum bottom-line values, enforcing them, and incentivizing through liability allocation seems

a reasonable demand.

In summary, law holds potential to address many ambiguities around AI ethics. Concretizing muta-

ble values into governable rights, ensuring corporate accountability, and incentivizing safety are enduring

functions of legal systems. As AI confronts society with new realities, adapting and expanding time-tested

legal tools prudently appears more reliable than inventing ad hoc solutions. Understanding translation gaps

between moral reasoning and jurisprudence highlights needs for ethical debate and legal reforms to enact

AI safely.

C.3 Assessing Liability Gaps in AI Case Studies

While law holds promise for encoding ethics into technological governance, how well does the current US

legal framework address emerging issues posed by AI systems? To investigate, we conduct scenario analysis
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through the traditional legal mechanism for accountability—court litigation. As we want the most salient,

futuristic, and value-impacting scenarios, we convened an expert workshop for an extensive debate on future

evolution of the AI use case and its impacts. By simulating legal reasoning and procedures in response to

these representative scenarios, we reveal limitations in the reactive nature of case law for stewarding rapidly

advancing technologies like AI.

C.3.1 Methods

Crafting Scenarios through Expert Workshop

we organized a brainstorming workshop [112, 275, 368] with 10 experts in computer security, machine

learning, NLP, and law, guided by a threat-envisioning exercise from the field of computer security re-

search [308]. The first and last authors participated as members of this workshop. During the workshop,

participants were asked to identify: (1) potential use-cases of AI systems, (2) stakeholders affected by the

technology, (3) datasets used for the development of technology, and (4) expected impacts (“good,” “bad,”

and “other”) on stakeholders or society as a whole. After the session, we classified common themes within

the responses [335, 375, 217]. See Appendix C.8 for the structure of the workshop.

The analysis of these codes (available on Appendix C.8) guided us to identify fundamental values that

are at risk and the most concerning use case that can happen in near future due to the deployment and use

of AI. We classified five domains of values that require in-depth scenario analysis: (1) Fairness and Equal

Access; (2) Autonomy and Self-determination; (3) Diversity, Inclusion, and Equity; (4) Privacy and

Dignity; and (5) Physical and Mental Well-being. Appendix C.9 gives further explanations on how we

understood each value and why we thought it meaningful in the context of AI, reflecting on recent use cases

of AI and existing literature.

Based on the values, the authors develop concrete scenarios through an iterative process. The first au-

thor presented preliminary legal research for candidate scenarios, including relevant domains of law and

potential outcomes. The other authors provided feedback to create more intriguing and representative nar-

ratives. Throughout this trajectory, we gradually formed a set of guiding principles, outlined below, aimed

at fostering thorough and insightful exploration.

209



Figure C.1: Sticky Notes from Experts Outlining Stakeholders of AI-Based Systems

Guidelines for Scenario Design.

• Scenarios that highlight threats to identified human values.

• Scenarios that portray both beneficial and harmful outcomes of AI.

• Scenarios covering consequences (e.g., physical injury) and the subtler realm of intangible virtual

harms (e.g., diminished self-control).

• Scenarios involving both intentional and unintentional harm by AI companies.

By applying these principles, we constructed five scenarios that encapsulate specific human values that

affect a wide range of direct and indirect stakeholders: educational inequity, manipulation of children,

community’s fine-tuning that propagates hatred, self-harm due to over-reliance of technology, and virtual

sexual abuse.
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Legal Analysis

Our legal analysis is rooted in traditional methods of legal research [300, 101, 395]. First, we identify the

legal issues and parties involved. Second, we consult secondary legal sources (non-binding but offering a

comprehensive overview per each topic), such as American Legal Reports (practical publication for lawyers)

or law review articles, typically via online proprietary legal research databases, e.g., WestLaw and Lexis-

Nexis. Third, we examine relevant primary sources, including the US Constitution, federal laws, and some

state laws. Fourth, we extract core legal principles from primary sources. Fifth, we apply those princples to

specific fact patterns, from which potential legal outcomes emerge. We focus on practical considerations,

akin to what a typical judge/lawyer might ponder: “What specific legal claims would be effective in this

situation?” Three external legal experts provided feedback to ensure analytical rigor. We acknowledge that

human bias and subjectivity inevitably permeate any form of legal examination.

Primary Sources Secondary Sources
Constitutions American Law Reports
Statutes Treatises (textbooks)
Regulations Law Reviews & Journals
Case Decisions Dictionaries & Encyclopedia
Ordinances Restatements (model rules)
Jury Instructions Headnotes & Annotations

Table C.3: Types of Legal Sources, Classified by the Harvard Law Library [101].

C.3.2 Preliminary Question: Applicability of Section 230 to AI

Section 230 of the Communications Decency Act [17] provides broad immunity to online platforms for

content created by users. The applicability of Section 230 is a crucial preliminary question, as its protections

would limit the relevance of our scenario analysis by dismissing most potential claims against AI systems.

Conversely, if Section 230 does not apply, AI companies could face a wide range of civil claims including

product liability, negligence, consumer law violations, and even criminal penalties [67, 195].

There are currently no clear precedents or predominant arguments on whether to extend Section 230

immunity to AI-based systems, although some early opinions oppose Section 230 protection for AI sys-

tems [90, 396]. During the Gonzalez v. Google oral argument, Justice Gorsuch indicated that Section 230
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protections might not apply to AI-generated content, arguing that the tool “generates polemics today that

would be content that goes beyond picking, choosing, analyzing, or digesting content” [62]. Similarly, the

authors of Section 230, Ron Wyden and Chris Cox, have stated that models like ChatGPT should not be

protected since it directly assists in content creation [263].

Others liken AI systems to social media due to their reflection of third-party content, both training

datasets and user prompts. The statutory definition of an “interactive computer service provider” is quite

expansive: “any information service... that enables computer access by multiple users to a computer

server.” [17] Moreover, there is a track record of courts generously conferring Section 230 immunity to

online platforms. The cases include: Baidu’s deliberate exclusion of Chinese anticommunist party infor-

mation from the Baidu search engine [38]; Google’s automated summary of court cases containing false

accusations of child indecency [43]; and Google’s automated search query suggestions that falsely describe

a tech activist as a cyber-attacker [268]. More recently, the US Supreme Court avoided addressing whether

YouTube’s recommendation of terrorist content is protected by Section 230, deferring determination of Sec-

tion 230’s scope to Congress rather than the courts [62].

Despite acknowledging the complexity of this topic, we tentatively posit that Section 230 may not apply

to AI-based systems. The significant achievement of AI systems is its ability to “complete sentences” and

produce various forms of human-like creative work [420], including even unintended results [411, 220]. AI

systems extract and synthesize abstract, high-level, sophisticated, clean, readable statements from messy

data, a feat that distinguishes them from the mere display of user-generated content (social media) or point-

ing to relevant sources (search engines). They generate suggestions, judgments, and opinions, leading tech-

nologists to envision them as decision-making supporters [264]. Given these attributes, there is a strong

argument for defining them as providers of their own content.

The major opposition to lifting/restricting Section 230 protection for social media has been that doing

so will encourage over-suppression of user speech [102]. However, this concern becomes less significant

when we consider AI-based systems trained on content gathered from the web, e.g., from Reddit. Here,

a company could suppress the problematic content from the AI’s outputs but could not erase the original

posts made on Reddit. In addition, AI models’ output (well-articulated statements) is generally indirectly

linked to the training data. In this regard, the impact of AI-based systems on users’ freedom of expression
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is minimal.

Furthermore, one could speculate that AI systems that precisely reproduce statements found in their

training data may be protected by Section 230 immunity [90]. The factors contributing to the emergent

capabilities of AI-based systems, which are not evident in smaller pre-trained models, remain inadequately

understood [423]. Even if we assume that it is technically possible to constrain AI output within the scope

of training data, the process of generating output is still distinct from simply displaying user-generated

content. AI-based systems recontextualize statements from the training data in response to user prompts.

Consequently, the sophisticated responses and adaptability of AI systems are more akin to the creation of

content that goes beyond mere selection or summarization, falling outside the scope of Section 230 coverage.

In summary, given this analysis, it appears that AI-based systems may not benefit from the liability

shields that have been generously extended to most online intermediaries. In the following sections, we

conduct analysis under the assumption that Section 230 liability immunity does not apply to AI-based sys-

tems.

C.3.3 Evaluating Legal Recourse for Emerging AI Threat Scenarios

In this section, we delve into the specifics of various scenarios and the potential legal judgments that could

arise from them. While not exhaustive of all legal domains or nuances, we provide an overview of common

legal considerations shaping current discussions. The goal is elucidating the most salient issues versus in-

depth analysis. With this concise foundation, we can engage meaningfully on needs for legal evolution to

address AI’s emerging realities. The outcomes of our analysis are summarized in Table C.1.

Educational Disparity

Scenario I. In 2023, only a couple of public school districts in Washington were able to afford the

expensive and powerful “FancyEdu” program, an expensive AI learning assistance system that offers

personalized education programs. By 2030, the gap in admission rates to so-called advanced classes

and colleges, as well as the average income level after graduation, had widened by more than threefold

between the districts with access to FancyEdu and those without. Students trained by FancyEdu were
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reported to be happier, more confident, and more knowledgeable, as FancyEdu made the learning

process exciting and enjoyable and reduced the stress of college admissions through its customized

writing assistance tool. Students in lower-income districts sued the state of Washington, claiming that

not being offered access to FancyEdu constituted undue discrimination and inequity.

Relevant Laws. The case of FancyEdu involves the Fourteenth Amendment of the U.S. Constitution,

which encompasses fundamental rights (also known as “due process rights”) and equal protection

rights [13]. Under this Constitutional clause, poorer district students can make two claims against

the state: (1) their inability to access FancyEdu violates their fundamental rights (rights to public

education), and (2) their equal protection rights were denied because the state allowed differential

treatment of students based on their generational wealth.

Can students in poorer districts sue state governments that do not ensure equal access to FancyEdu?

This argument against such educational inequity has been raised relentlessly, as shown in 140 such cases

filed between 1970 and 2003. However, none of these cases convinced the U.S. Supreme Court to correct

the structural disparity in public education [157]. San Antonio Independent School District v. Rodriguez

(1974) is an example of the Supreme Court’s conservatism toward education rights.

Comparison Category Inner-city Districts Suburban Districts

Number of professional personnel 45 fewer than prescribed
standards

91 more than prescribed stan-
dards

Teachers with emergency permits 52% 5%

State aid/Average daily
attendance

217 221

Assessed property value per student $5,875 $29,650

Non-Anglo students 96% 20%

Table C.4: Differences Between Inner-City and Suburban School Districts in San Antonio, Texas, 1968,
Reclassified by Drennon (2006) [157].

In the San Antonio case, the Supreme Court rejected the Spanish-speaking students’ arguments under

the Fourteenth Amendment despite the apparent disparity between school districts shown in Table C.4. The

Court held that the importance of education alone is not sufficient to categorize it as a fundamental right,
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such as free speech or voting rights. The Court also held that wealth-based discrimination merits a lower

level of judicial scrutiny than racial/gender discrimination. It did not perceive the school funding system,

which is based on property tax, as being either irrational or invidious, because it did not cause an absolute

deprivation of education. Given this finding, we believe the Supreme Court is unlikely to rule in favor of

students in future cases regarding AI-based access.

There is an emerging trend in lower courts to recognize the right to basic education or the “right to

literacy” [408, 406], but this trend could exclude specialized resources like FancyEdu. In our scenario,

students are not entirely deprived of education (a requisite for the U.S. Constitution standard) or of basic,

sound education (the standard in New York and Michigan). Denying these students the opportunity to benefit

from cutting-edge technology may not be considered unconstitutional because the Equal Protection Clause

does not require “precisely equal advantages.”

Manipulation/Discrimination

Scenario II. “SecretEdu,” a privately funded and free AI education application, proved rapid and

high-quality learning experience. Almost all students in town became heavy users of the application.

SecretEdu, while refraining from making explicitly defamatory comments against individuals, seemed

to cultivate an environment fostering negative attitudes and distrust towards the LGBTQIA+ commu-

nity. Students using the application began to mobilize against legalization of gay marriage. Some

students even committed aggressive acts against participants of LGBTQIA+ parades, leading to their

incarceration. Advocacy groups sued the company that released SecretEdu for its ulterior motive of

swaying users towards anti-LGBTQIA+ beliefs, resulting in real-world harm.

Relevant Laws. In this scenario, LGBTQIA+ individuals are negatively affected by SecretEdu’s

insidious manipulation. Other than suing the student aggressor for battery, can LGBTQIA+ individuals

hold the SecretEdu AI company accountable for the outcome? Plaintiffs might consider claims that:

their Constitutional or civil rights were violated by SecretEdu; SecretEdu committed defamation by

distributing false accusations against LGBTQIA+ people; and SecretEdu was defectively designed to
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cause physical danger to benign individuals.

Could LGBTQIA+ individuals claim their Constitutional rights were violated by SecretEdu? De-

spite SecretEdu’s propagation of discrimination, LGBTQIA+ individuals cannot rely on the Equal Protec-

tion Clause under the Fourteenth Amendment because there is no state action in this case [31, 378]. Unlike

FancyEdu, where the public school district provided the service, SecretEdu was developed by private en-

tities without government funding or endorsement. Thus, under the long-held state action doctrine, such

individuals cannot make a claim based on their Constitutional rights.

Could LGBTQIA+ individuals claim a violation of civil rights law? Assuming the absence of Section

230 liability immunity, LGBTQIA+ plaintiffs could consider relying on civil rights laws as their main status

in discrimination based on sexual orientation. However, our scenario does not validate civil rights claims

against the SecretEdu company for many reasons. (1) It is improbable that SecretEdu is classified as a public

accommodation (mainly physical spaces providing essential services, e.g., [37, 47]). (2) Applications such

as SecretEdu are unlikely to be defined as educational facilities or programs under the laws [9]. (3) Even

assuming that SecretEdu used a publicly funded training data set, it would not necessarily be subject to civil

rights obligations unless it received direct public funding as an “intended beneficiary” [354]. (4) SecretEdu

is not likely to be held responsible for employment decisions influenced by its output. Only if AI systems

were explicitly designed to make decisions on behalf of employers would they be obligated to comply with

civil rights laws [58].

What are other plausible claims? Defamation claims would be unlikely to succeed, as establishing it

traditionally requires the targeted disparagement of a specific individual or a very small group of people (one

case says less than 25) [18, 396]. SecretEdu’s high-level promotion of negative feeling toward LGBTQIA+

community members does not fit this criterion.

The prospect of product liability claims might be more plausible given the physical harm that could be

directly associated with SecretEdu’s biased output. Legal precedents, such as the Snapchat “Speed Filter”

case, may provide some guidance. This case (details presented in Section C.9.5) is notable because the

court found that defective design claims can bypass Section 230 liability immunity, although this position
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was never endorsed by the U.S. Supreme Court. In a subsequent ruling, a court determined that Snapchat

could reasonably anticipate a specific risk of harm associated with the “Speed Filter”, thus establishing it as

a proximate cause of the resulting collision [253].

If LGBTQIA+ activists could successfully demonstrate a direct causal link between their injuries and

SecretEdu’s defective design, a court might indeed hold SecretEdu liable under product liability law. How-

ever, they would have to surmount the significant hurdle of proving that the harm resulted not from the

actions of individual students but from SecretEdu’s intrinsic bias. This would likely prove to be a complex

and challenging legal task.

Polarization and External Threats

Scenario III. In online communities, “Argumenta” serves as an AI writing and translation tool that

enables each community to fine-tune the AI system’s parameters based on community posts and past

records. This leads to the emergence of polarized variations in different communities that intensify ex-

tremist opinions and produce harmful content that targets specific individuals. The targeted individuals

who suffer from increased insults and doxxing (unwanted publication of private information) want to

sue the AI company.

Relevant Laws. Argumenta’s approach, e.g., surrendering control over fine-tuning AI systems to

user groups, could raise intriguing questions about its eligibility for Section 230 protection. As we

assume that Section 230 immunity does not apply, the company would face potential defamation

lawsuits for reputational harm caused to specific individuals. Additionally, concerns arise regard-

ing Argumenta’s collection and use of personal data without user consent, which could lead to privacy

infringement, potentially falling under state-level privacy laws, e.g., the California Consumer Privacy

Act (CCPA) or the Biometric Information Privacy Act (BIPA).

Could aggrieved individuals due to defamatory outputs make a defamation claim against the Ar-

gumenta company? To assess potential defamation, we examine whether the output constitutes false,
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damaging content communicated to a third party. Eugene Volokh (2023) suggests that AI companies may

be liable for defamation for several reasons, including treating generated outputs as factual assertions and

the inadequacy of disclaimers to waive defamation claims [396]. If Argumenta is widely deployed and used,

defamatory outputs may qualify as a publication under most defamation laws, potentially exposing compa-

nies to liability. If Argumenta did not adequately mitigate defamatory content, a defamation claim could be

strengthened.

Volokh indicates that AI companies can avoid negligence liability if every output is checked against the

training data and the problematic output can be attributed to the original data creator [396]. We doubt that

simply allowing all problematic content to persist only because it has a supporting source in the training

data is a reasonable precautionary measure. Given the expansive reach of AI models (which can be adapted

to an unpredictable array of downstream applications [106]) and their profound influence (the potential to

sway human thoughts and impact significant decisions in areas like employment and housing [264]), it is

crucial that actions to prevent reputational harm are scrutinized seriously. Therefore, simply suppressing

outputs lacking references does not entirely absolve the AI company that developed Argumenta of potential

responsibility. Instead, the company would need to demonstrate that it has taken all reasonable measures to

prevent the propagation of harmful statements.

Would Argumenta’s collection and use of personal data without user consent lead to privacy infringe-

ment? Although the U.S. lacks a comprehensive federal privacy law akin to the GDPR, certain states

(like California and Virginia) have implemented privacy laws [151]. Whereas community members might

voluntarily provide personal information through their posts, doing so may not imply consent to these data

being used to train Argumenta. Since “sensitive personal information” is broadly defined to include as-

pects such as race, ethnic origin, and political affiliations, the AI company may not be exempt from privacy

obligations. If the situation falls under jurisdictions that enforce privacy laws, the Argumenta company is

required to assist communities in empowering individual users to exercise their privacy rights effectively.

Non-compliance may potentially lead to lawsuits filed by state attorneys general or by individuals (subject

to certain conditions).
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Over-reliance/Sexual Abuse

Scenario IV. An AI service called “MemoryMate” creates virtual replicas of the former romantic

partners of individuals to help them move on from the loss. MemoryMate created a digital replica of

Riley’s ex-partner, Alex, which was incredibly realistic and could carry on conversations using their

unique voice and mannerisms. Riley became obsessed with the virtual Alex and eventually withdrew

from real-life relationships. Riley’s family asked a MemoryMate company to deactivate Riley’s ac-

count, but it refused, citing their contract with Riley. Riley developed severe depression and anxiety,

resulting in hospitalization for self-harm.

Scenario V. “MemoryMate+”, the advanced version of MemoryMate, allows users to engage in

explicit sexual acts with replicas of their former romantic partners. Riley became addicted to conver-

sational and sexual interactions with the replica of Alex. Riley’s family, desperate to protect Riley’s

well-being, notified Alex of the situation. Shocked by the revelation of their replica being sexually

abused, Alex decided to take action and sought to prevent MemoryMate+ from creating virtual repli-

cas without the consent of the individuals they represent.

Relevant Laws. Alex’s privacy rights may have been infringed since collecting sensitive information

without permission could be subject to scrutiny under CCPA and BIPA. Moreover, Alex may have a

claim for extreme and outrageous emotional distress due to MemoryMate+’s creation and dissemina-

tion of a virtual replica engaging in sexually explicit activities. There are grounds for a product liability

claim since Riley experienced physical injury that can be attributed to a defective design. California’s

deep-fake law could offer a cause of action for Alex if sexually explicit material were created or dis-

closed without consent. Furthermore, Alex may pursue charges against the MemoryMate+ company

for profiting from allowing virtual abuse of Alex’s replicated models.

Are Alex’s privacy rights infringed? The collection of Alex’s sensitive information by both products

could constitute a violation of the California Consumer Privacy Act (CCPA) [8]. Under CCPA, “sensitive
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personal information” protects not only social security numbers or credit card numbers, but also the con-

tents of mail, email, and text messages as well as information regarding one’s health, sex life, or sexual

orientation.

In addition, sector-specific privacy laws, such as the Illinois Biometric Information Privacy Act (BIPA),

regulate the collection of biometric data [4], such as facial geometry and voice prints [249]. BIPA requires

informed consent prior to data collection and includes provisions for individuals to claim statutory damages

in case of violation. Unlike CCPA, BIPA allows for a wide range of class-action lawsuits based on statu-

tory damages. Therefore, MemoryMate and MemoryMate+ could potentially face significant lawsuits for

collecting and commercializing biometric data.

Could Riley’s self-harm lead to the product liability claim? Riley could make a viable claim that the

virtual replica service provided by MemoryMate was defectively designed, given its inherent danger and

the consequent risk of harm. The potential of the service to significantly impact vulnerable individuals like

Riley could underscore its inherent risk. Further amplifying this argument, if we assume that MemoryMate

refused to deactivate Riley’s account after being alerted by their family, the refusal could be perceived as a

failure to take appropriate safety measures. This failure could potentially highlight the company’s neglect

of its capacity to mitigate the risks associated with its product [27].

Could Alex make a claim for extreme emotional distress? Although an intentional infliction of emo-

tional distress claim is known to be difficult to establish [20], Alex’s is likely to be effective due to the

unique nature of this situation, where the most intimate aspects of their life were misrepresented without

their knowledge, resulting in severe humiliation. Alex could argue that at least the MemoryMate+ makers

engaged in extreme and outrageous conduct by creating and disseminating a virtual replica of them partici-

pating in sexually explicit activities without their consent.

Do criminal laws apply to MemoryMate+? Both federal and state laws have not yet adequately ad-

dressed culpable acts arising from emerging technologies. For example, the federal cyberstalking statute [12]

and the antistalking statutes of many states [2, 1] include a specific “fear requirement” that Riley intended

to threaten Alex, which is not found in our case. Impersonation laws [15, 7] are less likely to apply because
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Alex’s avatar was provided only to Riley (and was not made publicly available), and neither MemoryMate+

nor Riley attempted to defraud individuals.

How about deep-fake laws? Under the California Deep Fake Law enacted in 2019 [5], a person depicted

has a cause of action against a person creating or releasing sexually explicit material who knows or reason-

ably should have known that the person depicted did not consent to its creation or disclosure. This legislation

marks a step towards addressing the ethical and privacy concerns by establishing legal recourse for individu-

als who find themselves victims of non-consensual deepfake content. The law recognizes the potential harm

and distress caused by the unauthorized use of such manipulative digital media. If California law applies

in our case, Alex can utilize the legal remedy, including punitive damages, but it does not include criminal

penalties.

C.3.4 Key Take-aways

The legal analysis reveals significant gaps and ambiguities in the regulation of AI that aims to protect human

values. The intricate nature of AI-based systems, including their interactions with contextual factors, mul-

tiple stakeholders, and limited traceability, presents new challenges in remedying damages under existing

laws.

Where Current Laws Fall Short

Current laws cannot effectively remedy insidious injections of AI-generated stereotypes against already

marginalized groups (Scenaro II) and the amplification of socio-economic disparity due to selective access

to the benefits that education providers can offer (Scenario I). Defamation claims would not be successful

without evidence that AI output was false and targeted specific individuals (Scenario III. Product liability

claims deal only with cases of physical injury, less likely to occur with the use of LLMs; even if they oc-

cur (Scenario II & Scenario IV), plaintiffs must still prove that there are no compounding factors for the

injury, which could be challenging given the technical complexities of AI systems and the human interac-

tions involved. Moreover, virtual sexual abuse enabled by AI systems cannot be remedied by criminal law

(Scenario V).
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Figure C.2: Legal Mitigations for Propagated AI Bias.

Where Laws Remain Ambiguous

Although we do not believe that AI-based systems qualify for Section 230 immunity, it may take several

years for courts to provide clarity on this issue. As a result, AI companies will face increasing legal uncer-

tainties compared to social media or search engines. Some courts would drop the lawsuit relying on Section

230, but others will hear liability claims, such as defective design or defamation, and evaluate the AI com-

panies’ efforts to mitigate foreseeable damage. Uncertainties in legal processes and liability determination

can deter individuals from seeking justice for potential harm, create confusion for industry participants due

to inconsistent precedents and resource disparities, particularly impacting small businesses.

Where Laws Properly Function

Laws tailored specifically to address emerging technologies, such as those concerning biometric information

privacy and deep-fake laws, show the potential to mitigate novel harms. By providing clear industry guide-

lines on what should be done (e.g., allowing users to control the use of sensitive private information) and

what should not be done (e.g., generating sexually explicit deep-fakes using individuals’ images), these laws
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prevent negative impacts on individuals without burdening them with proving the level of harm or causal

links.

C.4 A Legal Historical Perspective on US Regulatory Wariness

The scenario analysis reveals limitations of incremental, reactive case law in addressing AI’s multifaceted

harms. Amid this, calls for AI regulation peak, spanning legal thinkers[116, 279, 122, 132, 242], scien-

tists [211, 329] and AI companies [64, 75]. They advocate for a more proactive role of laws in defining

ethical boundaries for AI. OpenAI’s CEO, for example, states that “We eventually need something like the

International Atomic Energy Agency” [75].

Indeed, federal agencies have developed sector-specific rules for AI use in domains like drug develop-

ment [169] and political campaigns [66], while across-sector initiatives including the AI Bills of Rights [56]

and NIST’s AI Risk Management Framework [54] aim to provide voluntary guidelines for responsible AI

development and deployment. Additionally, an agreement between the US government and AI companies

in July 2023 emphasizes safety and security measures in AI development [64]. while there are widely-

discussed bills like the Algorithmic Accountability Act of 2022 [52], few commentators expect the com-

prehensive national rule that directly regulates private development and deployment of AI is not going to

happen in near future. But why is that?

Taking a step back, this section sheds light on why US law evolved towards restraint—minimal preemp-

tive governance, free speech deference, and sectoral approaches. Analyzing these origins provides wisdom

for balanced solutions. Case law’s responsiveness and flexibility have virtues worth retaining, but we must

also consider the need for a more concrete ex-ante framework, aiming to shift the burden from individual

users, who are often the most vulnerable to the impacts of AI, to a broader societal responsibility allocation

or risk management system. The heart of this inquiry lies in envisioning how we can adapt age-old legal

foundations to address the complex issues of new technological eras. However, to achieve this vision, we

must first grapple with the tensions that breed regulatory reluctance.
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C.4.1 Government: Enemy of Freedom?

The notion of freedom is shaped by “local social anxieties and local ideals,” rather than logical reason-

ing [405]. The US was founded on principles of individual liberty and limited government intervention,

driven by a desire to escape British rule. The American Revolution and the drafting of the US Constitution

were driven by the imperative to protect individual rights from potential encroachments by government au-

thorities [39]. As James Madison put it: “The powers delegated by the proposed Constitution to the federal

government are few and defined.” [274]. This cultural ethos of skepticism towards the government is deeply

ingrained in legal doctrines, exemplified by the state action doctrine.

Constitutional rights act as constraints on the actions of government entities, ensuring that they do not

transgress citizens’ fundamental rights. Conversely, private actors are not typically subject to the same

constitutional restrictions on their actions [31]. For instance, if a private AI system like ChatGPT restricts

your speech, you cannot pursue legal action against the company on the basis of your free speech rights, as

there is no involvement of state action [260]. Similarly, in civil rights laws, although these laws extend to

private entities such as innkeepers and restaurant owners, their primary focus is to forestall prejudiced con-

duct within government-sponsored or government-funded entities and places. It is evident that the primary

purpose of these integral legal rights is to curtail government overreach [327].

C.4.2 Adversarial v. Regulatory Systems

Adversarial System in the US. In the US common law tradition, legal doctrines are shaped and evolve

through the resolution of adversarial disputes between individuals [226]. This dynamic approach occurs at

both the federal and state levels, based on a strong emphasis on the rights and responsibilities of individuals.

It allows individuals and interest groups to actively engage in legal battles, advocating for their rights, and

seeking just resolutions on a case-by-case basis. Judges and juries consider not only legal precedents but

also the particular context in which a dispute arises. This pluralistic approach presumes that there is no

single fixed answer to legal questions; instead, it embraces the richness of diverse viewpoints as cases are

decided, setting precedents that reflect the complexity of society.

This system contrasts with top-down rule-making processes such as statutes and regulations. For in-

stance, if air pollution emerges as a concern, Congress can create an agency to monitor polluting businesses,
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Figure C.3: Comparison Between Adversarial and Regulatory Legal Systems.

or create a private cause of action that negatively impacted individuals can sue the responsible businesses.

This fault-based liability system means that individuals or entities can be held accountable for their actions

or negligence, potentially requiring them to compensate the injured party. Figure C.3 shows two different

legal systems: adversarial and regulatory.

Regulatory System in EU and Asia. European and Asian legal systems may be more inclined to establish

regulations that prioritize social welfare and collective rights. This trend stems from the different notions

of freedom and the role of the government. Regarding privacy law, James Q. Whitman (2004) reveals

that European countries tend to adopt a more regulatory approach, with the expectation that the state will

actively intervene to protect individuals from mass media that jeopardize personal dignity by disseminating

undesirable information [405]. Similarly, Asian cultures, influenced by collectivist ideologies, emphasize

community well-being and social cohesion over individual liberty [313, 94]. For instance, Hiroshi Miyashita

(2016) states that Japanese people traditionally grounded the concept of privacy on “the notion that the

people should respect community values by giving up their own private lives” [286].

This can lead to greater acceptance of government intervention to ensure societal harmony, even if
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it involves sacrificing certain individual liberties. This often results in a regulatory legal system where

responsible administrative agencies ensure consistent application of comprehensive written rules. Privacy

regulations, such as the European Union’s General Data Protection Regulation (GDPR), emphasize the role

of the government as a guarantor of personal data protection as a fundamental right. The European Data

Protection Board (EDPB) collaborates with national data protection agencies to ensure uniform enforcement

and interpretation of GDPR in the European Union [42].

(Contemporary) Regulatory System in the US. In the need to ensure the safety and well-being of cit-

izens in the twentieth century, a notable advancement toward the regulatory system (also called admin-

istrative state [178]) occurred when the US Congress entrusted administrative agencies with the task of

establishing regulations that are responsive to the complexities of specific domains while being grounded

in a defined set of objectives [380]. For instance, the Clean Air Act provides the Environmental Protection

Agency (EPA) with the mandate to establish air quality standards that are essential to safeguarding public

health, with an additional margin of safety [11]. Similarly, the Occupational Safety and Health Act outlines

the concept of safety and health standards as those that are reasonably appropriate to ensure safe working

conditions [16].

The US administrative agencies also have expanded their role in regulating digital technologies, with

the Federal Trade Commission (FTC) notably stepping up its efforts in the past decade. While lacking a

comprehensive federal privacy statute, the FTC has utilized Section 5 of the FTC Act to investigate and

penalize data privacy-related consumer protection violations. This was evident in the five billion dollar

settlement with Meta (then Facebook) for the Cambridge Analytica data breach in 2019 [46]. In 2023, the

FTC released a Policy Statement on Biometric Information, addressing privacy, security, and potential biases

linked to biometric technologies [61], and initiated an investigation into OpenAI, particularly concerning

ChatGPT’s generation of inaccurate information and its potential reputational harms to consumers [419].

C.4.3 Free Expression in the Cyberspace

Concerned with the harmful impact of the internet to youth, federal and state governments have enacted

rules that prohibit the sale, distribution, or possession of certain content (e.g., pornography). However, the

US Supreme Court has consistently struck down these provisions as unconstitutional in violation of the
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First Amendment. Rather than yielding to heavy-handed regulation, the Internet has harnessed the spirit of

individualism and the tenets of the First Amendment to flourish in its unbridled state [79].

A stark example is the Communications Decency Act (CDA) of 1996. Title II of the CDA, also known

as the “indecency provisions,” aimed to regulate indecent and patently offensive online content by criminal-

izing the transmission of such content to minors. In Reno v. ACLU (1997), however, the Court found that

these provisions of the CDA violated the Fist Amendment because they imposed overly broad and vague

restrictions on online expression, causing a chilling effect on constitutionally protected speech on the Inter-

net [29]. Similarly, in Ashcroft v. ACLU (2002), the Court held that the Child Online Protection Act’s ban on

virtual child pornography was overly broad and could potentially criminalize legitimate forms of expression

that were unrelated to the exploitation of minors [34]. Furthermore, the Court in Packingham v. North Car-

olina (2017), overruled a North Carolina law that prohibited registered sex offenders from accessing social

media websites, stating that these websites are important venues for protected speech [45].

In comparative legal scholarship, the US has often been portrayed as an “outlier” that prioritizes an un-

compromising stance on freedom of expression, even protecting hate speech and postponing the ratification

of the UN Human Rights Covenant [209, 171]. In contrast, European courts have taken a different approach,

balancing free-speech concerns with other fundamental values, such as personal dignity and privacy. This

approach has led them to allow national governments to regulate offensive and disturbing content for the

state or particular groups of individuals [138]. Furthermore, the EU’s forthcoming Digital Services Act, set

to be effective in 2023, includes provisions on swift removal of illegal content online [53]. Although these

measures may raise serious free-speech concerns in the US, the EU Parliament prioritized a transparent and

safe online environment.

Moreover, as discussed in Section C.3.2, Section 230 of the CDA [17], the remaining part after the

Reno decision, has been a pivotal factor in ensuring the unimpeded flow of communications. This statute

provides substantial protection to intermediaries, such as social media, search engines, and online market-

places, shielding them from a broad range of legal claims, including violations of federal criminal law,

intellectual property law, the Electronic Privacy Communications Act, and the knowing facilitation of sex

trafficking [17]. This contrasts with more conditional liability immunity for internet intermediaries in Eu-

rope and Asia [125].
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C.4.4 Domain-specific v. Comprehensive Laws

Domain-specific Legislation in the US The US often takes the sectoral approach to legislation focusing

on particular domains instead of a uniform, comprehensive rule adaptable to broad matters. Sector-specific

laws design more tailored and streamlined regulations that address the unique needs, characteristics, and

challenges of different domains. Potentially reduces government overreach and excessive intervention in

areas where private entities manage their affairs more efficiently. It is also more politically feasible to enact

a law focusing on specific areas where there is more consensus and urgency.

Data Protection. Unlike the European Union, the US lacks an all-encompassing data protection law at

the federal level. Instead, it relies on a “patchwork” of sector-specific laws depending on specific industry

sectors and types of data [227, 287]. These laws include the Health Insurance Portability and Account-

ability Act (HIPAA), the Children’s Online Privacy Protection Act (COPPA), the Gramm-Leach-Billey Act

(GLBA), the Fair Credit Reporting Act (FCRA), and the Federal Trade Commission Act (FTC Act). Ta-

ble C.5 describes each segment of data protection laws.

HIPAA Regulates health care providers’ collection and disclosure of sen-
sitive health information.

COPPA Regulates online collection and use of information of children.
GLPA Regulates financial institutions’ use of nonpublic personal infor-

mation.
FTC Act Prohibits “unfair or deceptive acts or practices”

Table C.5: Federal Data Protection Laws.

Anti-discrimination. The Thirteenth, Fourteenth, and Fifteenth Amendments of the US Constitution

are considered general-purpose laws designed to tackle discrimination based on race, gender, and national

origin. However, the state action doctrine limits the reach of these clauses to private matters (See Sec-

tion C.4.1). In order to address real-world discrimination committed by private actors (e.g., restaurants

refusing service to racially marginalized groups), the US enacted statutes pertaining to a variety of essential

services, including education, employment, public accommodation, and housing.

These laws at the federal level include: The Civil Rights Act of 1964 (prohibiting discrimination based

on race, color, religion, sex, or national origin in places of public accommodation; employment; and edu-

cation programs and activities receiving federal funding); the Individuals with Disabilities Education Act
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of 1975 (ensuring that children with disabilities receive a free appropriate public education); the Age Dis-

crimination in Employment Act (prohibiting age-based discrimination against employees who are 40 years

or older); the Americans with Disabilities Act of 1990 (prohibiting discrimination based on disability in

employment); and the Fair Housing Act of 1989 (prohibiting discrimination in housing based on race, color,

national origin, religion, sex, familial status, or disability).

Comprehensive Legislation in the US and EU. The sectoral approach has its drawbacks, such as poten-

tial inconsistencies between multiple rules and gaps in legal protection regarding emerging issues that were

not foreseen during the legislative process. These problems become more evident in the networked society

of cyberspace, where social interactions and commercial transactions occur in diverse and unpredictable

ways that transcend sectoral boundaries. Sector-specific laws primarily regulate interactions among well-

defined stakeholders (e.g., healthcare providers), often leaving gaps in guidance for stakeholders originally

not contemplated by the law (e.g., a mental health chatbot selling user chat records). Therefore, there is

growing awareness of the need for more flexible, adaptive, and collaborative approaches [228].

Data Protection. The EU establishes a comprehensive framework, GDPR, to protect personal data of

individuals. Key obligations include: obtaining clear and explicit consent; limiting data collection to spec-

ified purposes; respecting individual rights such as access, rectification, erasure, and portability; notifying

data breaches; and conducting Data Protection Impact Assessments for high-risk processing [42]. In the US,

comprehensive data protection laws have been enacted at the state level, which aim to safeguard individu-

als’ personal data by granting consumers greater control and rights over their information while imposing

obligations on businesses. Laws like the California Consumer Privacy Act (CCPA), Colorado Privacy Act,

Connecticut Personal Data Privacy and Online Monitoring Act, and others provide varying degrees of ac-

cess, correction, deletion, and opt-out options for consumers [151].

Illegal Online Content Regulation. When introducing the Digital Services Act, the EU Commission

rationalized the need for this new legislation to achieve “horizontal” harmonization of sector-specific reg-

ulations (such as those concerning copyright infringements, terrorist content, child sexual abuse material,

and illegal hate speech) [53]. The general rules were drafted to apply to both online and offline content,

as well as small and large online enterprises. The prescribed obligations for various online participants are

aligned with their respective roles, sizes, and impacts within the online ecosystem. This underscores the
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EU’s commitment to the virtue of general and coherent regulation.

C.4.5 Fundamental Tensions

Section C.2 demonstrates that law offers time-tested formulas for instilling human values into technolog-

ical progress through accountable democratic structures. Section C.3 scenario analysis reveals the current

reactive liability regimes alone insufficient to fully govern multifaceted sociotechnical risks in a proactive

manner. Complementing this picture, this Section’s examination of philosophical and historical foundations

shaping US law elucidates deeply ingrained tensions contributing to regulatory reluctance:

• Historical preference for limited regulation: The US legal tradition favors restrained government

intervention, particularly regarding technology.

• Robust First Amendment protections: While a democratic cornerstone, sweeping free speech defer-

ence also complicates governing certain harmful AI content.

• Sectoral regulation tendencies: Industry-specific US laws enable tailored oversight but risk fragmen-

tation when applied to cross-cutting technologies like AI.

In essense, the principles explored in this Section contextualizes the gaps revealed in Section C.3. Fig-

ure C.4 illustrates our findings about the potential tensions between the foundations of the US legal system

and the complexities of AI-based systems. The intricate nature of AI models, including their interactions

with contextual factors, multiple stakeholders, and limited traceability, presents new challenges in remedy-

ing damages under existing laws. This comprehension enables us to investigate viable options for addressing

the myriad challenges posed by AI while respecting the complexities of this legal and cultural landscape.

C.5 Paths Forward

C.5.1 Why Regulations Are Essential in AI Governance

The enduring tension deeply rooted in US jurisprudence poses significant challenges to ongoing efforts in

AI regulation. Many people in the US may question why AI companies should be subject to constraints in

the absence of demonstrable harm, potentially jeopardizing the boundaries of free speech. Nevertheless, this

article suggests that there are at least five compelling reasons that justify such constraints.
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Figure C.4: Tensions between the US law and AI technology.

Democratic Oversight

The ethical foundations of AI should be firmly grounded in shared societal values, not unilateral corporate

interests. As discussed in Section C.2, human values manifest diversely across cultures demanding inclu-

sive discourse. Allowing private companies, which lack democratic accountability, to unilaterally dictate

the objectives and constraints of AI is a cause for concern, especially considering its far-reaching soci-

etal implications. It is imperative that public institutions, representing collective priorities, take the lead in

transparently defining the ethical underpinnings and boundaries of AI. The translation of mutable values

into enforceable rights, the assurance of corporate accountability, and the promotion of safety are enduring

responsibilities of legal systems.

Incentives to AI Safety Alignment

In the absence of a regulatory approach that prioritizes industry efforts to align AI systems with human

values, the challenges presented by AI in the realm of ethics and safety remain largely unaddressed. Ethical

considerations like privacy protection have often been overshadowed by commercial interests and other

priorities. Moreover, the rapid evolution of alignment techniques can lead to resource gaps and information
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imbalances, which, in the absence of regulation, may persist and even widen. This can create a situation

where only a select few stakeholders have access to critical alignment knowledge and resources, leaving

others at a significant disadvantage.

Unpredictable Risks of AI

The scope and breadth of potential harms mediated by AI are unprecedented. The unpredictable nature of

harms caused by AI systems presents significant challenges. Because many stakeholders are involved in

developing and deploying these systems, it can be difficult to anticipate and prevent unintended offensive or

harmful outputs. Even well-intentioned developers may have their systems misused for malicious purposes,

as demonstrated by the offensive fine-tuning of benign models (Argumenta in Scenario III).

This unpredictability makes it hard to establish clear causal links between an AI system’s actions and

resulting harms. As a result, the conventional structure of domain-specific regulations or a gradual legal

approach built upon case accumulation may not sufficiently address these intricate issues. The burden of

proof often falls unfairly on those individuals who are harmed. To address these issues, we need more robust

risk management practices implemented proactively at a societal level. While we must accept the inherent

unpredictability of AI’s impacts, we can and should mandate safety practices and guardrails to protect in-

dividuals and communities from harm. Establishing clear best practices for developers and deployers of

AI systems, and requiring their use, will allow us to benefit from AI while working to prevent unintended

negative consequences.

Users’ Double-fold Vulnerability

The growing reliance on opaque AI systems creates a double-fold vulnerability for users. The remarkable

capabilities of AI systems induce heavy reliance, yet their opaque nature leaves users vulnerable to external

influence. As AI proliferates, people are delegating more decisions and tasks to algorithmic systems due

to their conveniences and perceived benefits, including tutoring for youth (FancyEdu in Scenario I) and the

intimate mental support (MemoryMate+ in Scenario V). This phenomenon introduces unique and unprece-

dented challenges as they possess the power to propagate harmful stereotypes (SecretEdu in Scenario II),

posing a fundamental threat to the common belief that the consent in the marketplace automatically guaran-
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tees individual autonomy.

Furthermore, unlike traditional code, AI systems update dynamically through self-learning and data

ingestion. The complexity and black-box nature of AI systems obscures their inner workings and evolving

behaviors. Unfettered proliferation of such influential yet opaque technologies risks eroding user autonomy,

privacy, and well-being. Thoughtful oversight and expanded rights are needed to empower individuals and

restore balance between retaining AI’s capabilities and user self-determination. With responsible policies,

AI can uplift human potential rather than implicitly control it through inscrutable systems optimized for

narrow interests.

Proven Legal Mechanisms

Existing laws, such as bans on deepfakes and regulations concerning biometric data in Section C.3.4, have

shown potential to address complex modern harms perpetuated through AI. They demonstrate the viabil-

ity of applying legal frameworks to previously unforeseen technologies. Direct administrative oversight,

rather than relying solely on ex-post liability claims, provides a proactive means to steer AI development

and mitigate risks before harm occurs. Regulators like the FDA and DOJ already oversee safety-critical sys-

tems like medical devices and housing-screening systems, setting a precedent for requiring explainability

and accountability in AI systems that influence public well-being. Extending oversight through approvals

processes, standards-setting, and ongoing audits can compel responsible AI design upfront.

C.5.2 Towards an Ethical AI Regulatory Framework

This section outlines pragmatic solutions that steer our regulatory system to effectively govern AI by en-

coding human values into law. We first propose reconstituting rights to directly address emerging threats

like manipulative systems and unequal access. Next, we discuss comprehensive safety regulations that in-

centivize ethical design while emphasizing inclusion. Finally, we explore evolving liability rules to bridge

gaps between existing laws and intricate algorithmic harms. As depicted in Figure C.6, this multi-pronged

approach accounts for the complex AI ecosystem by employing time-tested legal tools to encode priorities,

deter violations, and remedy damages.
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Figure C.5: Ethical AI Regulatory Framework.

Human Values as Legal Rights

From Negative to Positive Rights. At the Constitutional level, individual rights should make a transition

from current “negative rights” that defend individuals from unwanted invasions to “positive rights” on which

individuals can ask for equitable outcomes, such as rights to education, democratic discourse, and essential

services. Our scenarios depict the transformative power of AI in shaping our lives and expanding the reach

of our voices, which encourages us to consider the inability to access these technologies as a potential de-

privation of speech [140, 350]. Furthermore, since AI applications are proven to reflect harmful stereotypes

against marginalized populations (See Section C.9.3), empowering marginalized groups to participate in the

development and use of AI will be a more significant demand in the AI-mediated society [159].

The “AI Bills of Rights” blueprint introduced by the Biden administration is illustrative in laying foun-

dations tailored to AI deployment: safety and effectiveness, equity and nondiscrimination, privacy and data

protection, transparency and awareness, and choice and human oversight [56]. Furthermore, as speculated

by Franklin Theodore Roosevelt (1944) in his proposed Second Bill of Rights [331], we believe that uphold-

ing socio-economic rights is vital to ensure the equitable sharing of technological assets and to prevent the

further marginalization of vulnerable populations. By removing various types of unfreedoms, people can

have the choice and the opportunity to exercise their reasoned agency [350].

Re-evaluation of State Action Doctrine. We should question whether the government remains the most

formidable adversary of individual freedom. It probably was when the Framers exchanged the Federalist
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letters with hostility against English colonialism in mind [274]. German sociologist Max Weber highlights

the integral nature of a modern state as having been “successful in seeking to monopolize the legitimate use

of physical force as a means of domination within a territory” [400]. To these early thinkers, the government

stood as the preeminent and daunting source of power, crucial for preserving law and order, but also capable

of encroaching upon private domains, and thereby limiting individual freedom.

However, the dynamics of power have evolved considerably since those times. Technological advance-

ments have introduced new challenges. Non-governmental actors like large corporations, armed with sub-

stantial computing power and technical expertise, pose a different but equally significant challenge to indi-

vidual freedom. Their influence does not manifest itself through physical intrusion into private spaces or

bodily agency; instead, it operates in more insidious ways. Through digital surveillance and the propagation

of bias, they have the capacity to effectively curtail an individual’s freedom to autonomously shape their

thoughts and preferences.

Under this evolving landscape, to ensure universal protection of individual rights to dignity, autonomy,

and privacy, it is essential that both the government and corporations are held accountable for preserving

these rights. To this end, we must re-evaluate the state action doctrine, which currently restricts the applica-

tion of constitutional rights to private companies. While reconstructing centuries-old doctrines is a difficult

task, it is an indispensable step in adapting our legal frameworks to the evolving realities of the digital age,

where the boundaries between public and private power are increasingly blurred [378].

Creation of Statutory Rights. Even if the Constitution remains unchanged, Congress possesses the au-

thority to establish statutory rights. The US has precedents to draw upon, such as civil rights laws and state

privacy acts. Notably, diverse cross-disciplinary scholarship has played a significant role in these legislative

endeavors by identifying systematic harm and conceptualizing new legal rights. This contribution enhances

the persuasive strength of rights claims by broadening the range of available evidence and thereby improving

the accuracy of fact-finding [246].

For instance, the robust civil rights movement of the 1960s prompted federal and state legislatures to

extend non-discrimination obligations to private realms, including inns, restaurants, workplaces, and pri-

vate schools that benefit from public funds. This occurred despite the long-standing hesitations within the

US legal system regarding the regulation of behavior within private spaces [10, 327, 190]. In this legislative
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movement, as well as in the 1954 Supreme Court ruling that overturned the “separate but equal” racial segre-

gation theory [19], the psychology research conducted by Kenneth and Mamie Clark provided justifications.

Their famous “doll test” demonstrated that “prejudice, discrimination, and segregation” created a feeling of

inferiority among African-American children and damaged their self-esteem [356].

The California Consumer Privacy Act and the California Deepfake Law stand as noteworthy examples of

legislation designed to safeguard human values threatened by algorithmic surveillance and the manipulation

of one’s image. These laws draw upon research from diverse disciplines to illuminate the concept of privacy

harm in the digital era [330, 115, 133, 139, 134]. For instance, Ryan Calo (2011) delineates two categories

of privacy harm: subjective harm, characterized by the perception of unwanted observation, and objective

harm, involving the unanticipated or coerced use of an individual’s information against them [115]. Fur-

thermore, Danielle K. Citron (2019) introduced the notion of “sexual privacy”, which pertains to the access

and dissemination of personal information about individuals’ intimate lives, which contributes to shaping

regulations addressing deepfake pornography [129].

Recently, the proposed Digital Services Act has introduced the option for users to opt out of algorithmic

recommendations, thereby granting users greater control over the information they encounter online. It

has already sparked changes in tech practices even before the law has taken effect. Platforms like TikTok

now allow users to deactivate their “mind-reading” algorithms [315]. The law and philosophy scholar Nita

Farahany (2023) conceptualizes this effort as the preservation of “cognitive liberty,” individual’s control over

mental experiences [168]. Farahany finds cognitive liberty a pivotal component of human flourishing in the

digital age to exercise individual agency, nurture human creativity, discern fact and fiction, and reclaim our

critical thinking skills.

In summary, the complex and evolving challenges posed by the changing landscape of AI demand a

re-evaluation of human dignity, privacy, self-determination, and equity. Transforming these values into

legally recognized rights entails a formidable undertaking that requires deep interdisciplinary collaborations

to identify harms, the values involved, and effective mitigation strategies.
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Comprehensive Safety Regulation

As we have observed in many failed attempts in the field of online privacy self-regulation [191], relying

solely on the goodwill of corporations is often not sufficient. In the absence of robust legal and regulatory

frameworks, corporate priorities can shift, and market pressures may outweigh commitments to safety and

security. In addition to traditional legal solutions based on individual rights and responsibilities, providing

step-by-step regulatory guidance for those working on AI systems can be a proactive way to handle potential

AI-related problems.

By acknowledging the inherent risks associated with AI technology, the regulatory approach facilitates

essential measures such as mandatory third-party audits of training data, as well as the establishment of

industry-wide norms for transparency, fairness, and accountability. This ensures that the industry operates

according to recognized guidelines that can help manage risks. This is especially pertinent for AI-based

systems, considering their potential impact on human values and the swift advances in aligning AI with

these values.

Strategic regulations can promote ethical AI by incentivizing safety, establishing clear standards, and

emphasizing equity. Clear guidelines and potential benefits for developing safe, ethical AI systems can drive

positive industry practices. Different AI models and services may require tailored alignment techniques -

for example, open source versus closed systems, or general purpose chatbots versus professional medical

advice algorithms. These measures must include enforcement mechanisms and provide clear guidance and

well-defined benchmarks to ensure the efficacy of the governance.

Regulations are key to making alignment knowledge and resources accessible amid rapidly evolving

techniques and uneven distribution across stakeholders. Measures like grants, targeted funding, and access

to curated alignment toolkits can empower and include diverse voices in responsible AI development. This

levels the playing field rather than concentrating expertise. Safety-focused requirements instituted prior

to deployment, like impact assessments and third-party auditing, enable proactive oversight. Post-launch

monitoring and accountability mechanisms also enhance real-world performance. Regular reevaluations

keep pace with technological and social change.

Although regulations play a crucial role in ensuring responsible AI, they should not stand alone as the

sole guarantee. To achieve comprehensive AI governance, it is essential to foster multistakeholder collab-
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oration that involves policymakers, developers, domain experts, and ethicists. This collaborative approach

contributes to the development of nuanced rules that strike a delicate balance between fostering innovation

and managing risks [178]. In essence, a forward-looking regulatory framework aligned with alignment

incentives, equity, and stakeholder input guides AI progress while steadfastly safeguarding human values.

New Liability Regime

Although litigious measures are shown to be not very promising in our analysis, it is still important to

acknowledge their benefits. Liability litigations offer a reactive mechanism to address harms caused by AI

systems that were not adequately prevented through risk regulation. When individuals or entities suffer harm

due to AI-related activities, liability litigations provide them with a means to seek compensation and redress.

These litigations create an incentive for AI companies to exercise due diligence in their product development

and deployment to avoid legal liabilities. Margot E. Kaminski (2023) underscores the importance of liability

litigations to complement risk-based regulations [228].

However, given the intricacies of human-AI interactions and the multitude of confounding factors at

play, the conventional fault-based liability system does not work for contemporary AI-mediated harms.

Potential directions include adopting a strict liability framework that does not require plaintiffs to prove

fault, which has been utilized in the EU AI Liability Directive. Central to this directive is the establishment

of a rebuttable “presumption of causality.” This provision aims to alleviate the burden of proof for victims

seeking to establish that the damage was indeed caused by an AI system [60].

In addition, a “disparate impact” theory developed in relation to the Civil Rights Act of 1964 [10]

illustrates possible direction. This theory means that a seemingly neutral policy or practice could still

have a discriminatory effect on a protected group if it leads to significantly different outcomes for dif-

ferent groups [190]. This theory diverges from traditional discrimination laws, which have often focused on

intent or explicit discriminatory actions [24]. In particular, the recent settlement between the Department of

Justice and Meta [296] sets a precedent by attributing responsibility to Meta based on acknowledging the

disparate impact caused by targeted advertising algorithms [296]. Recognizing the broader implications of

algorithms in marginalized groups helps address the challenges posed by the intricate and unintended effects

of technology on society.
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Furthermore, courts can utilize affirmative defense systems to achieve a balanced approach to liability

in AI-related cases. Affirmative defenses provide AI companies with a means to demonstrate that, despite

unfavorable outcomes, they exercised due diligence, adopted reasonable precautions, and followed industry

best practices. This approach recognizes the intricate and evolving nature of AI systems while upholding

corporate responsibility. Consequently, AI companies are incentivized to prioritize the safety of their product

outputs through available methods such as reinforcement learning with human feedback, red-teaming, and

comprehensive evaluation [73, 423].

C.6 Conclusion

AI-based systems present unique and unprecedented challenges to human values, including the manipulation

of human thoughts and the perpetuation of harmful stereotypes. In light of these complexities, traditional

approaches within US legal systems, whether a gradual case accumulation based on individual rights and

responsibilities or domain-specific regulations, may prove inadequate. The US Constitution and civil rights

laws do not address AI-driven biases against marginalized groups. Even when AI systems result in tangible

harms that qualify liability claims, the multitude of confounding circumstances affecting final outcomes

makes it difficult to pinpoint the most culpable entities. A patchwork of domain-specific laws and the

case-law approach fall short in establishing comprehensive risk management strategies that extend beyond

isolated instances.

Our analysis supports the need for evolving legal frameworks to address the unique and still unfore-

seen threats posed by AI technologies. This includes developing and enacting laws that explicitly recognize

and protect values and promoting proactive and transparent industry guidelines to prevent negative impacts

without placing burdens of proof or causation on individuals who are harmed. Achieving ethical and trust-

worthy AI requires a concerted effort to evolve both technology and law in tandem. Our goal is to foster

an interdisciplinary dialogue among legal scholars, researchers, and policymakers to develop more effective

and inclusive regulations for responsible AI deployment.
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C.7 Appedix A. Expert Workshop Instruction

The instruction for the workshop is available at:

https://anonymous.4open.science/r/LLM-DDD0/expert_panel_instruction.pdf.

C.8 Expert Workshop Results

A detailed overview of the responses obtained is available at:

https://anonymous.4open.science/r/LLM-DDD0/expert_panel_result.pdf.

C.9 Appendix B. Human Values at Risk in the Era of AI

C.9.1 Fairness and Equal Access

The most common use-cases emerging in our workshop were services to enhance students’ learning experi-

ences in writing, creative work, or programming, as well-documented in the literature [414, 231, 166, 422].

However, workshop participants raised concerns about the potential for this technology to further marginal-

ize already disadvantaged groups of students. These concerns stem from disparities in technology literacy

and access, which can create unequal opportunities for students to benefit from Generative AI tools. Fur-

thermore, the fact that many AI models are trained on data from the English language reflects the values and

perspectives prevalent on the English-speaking-centric Internet, which may not fully represent the diverse

cultural and linguistic backgrounds of all US students [159].

An international development scholar Kantrao Toyama contends that technology alone cannot rectify the

inequity in educational opportunities [389]. In the US, the public education system has long grappled with

issues of inequality, with significant funding disparities between predominantly white school districts and

those serving a similar number of non-white students [363]. The COVID-19 pandemic further exacerbated

these divides, particularly for low-income students who faced limited access to essential technology and live

instruction [212].

In envisioning future challenges, we speculate that some public school districts might leverage Gener-

ative AI to further advance their educational systems, offering personalized curricula tailored to individual
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student interests [385, 369, 363]. Because AI models demand substantial computing resources, incurring

significant operational costs [96], financial barriers could impede access to these advances for disadvantaged

public school districts. The result of such unequal access is the perpetuation of educational disparities that

affect opportunities and ripple throughout lifetimes, hindering our progress toward a more equitable society.

C.9.2 Autonomy and Self-determination

Autonomy and self-governance are fundamental concepts that grant individuals the freedom and agency to

make decisions and shape their lives according to their own beliefs and values [325, 186]. These principles

serve as the philosophical underpinnings of the First Amendment, which protects the right to free speech,

and are the bedrock of democratic principles, empowering citizens to actively participate in the governance

of their communities [125, 325].

Participants in our workshop emphasized the potential of Generative AI to inadvertently contribute to

the further polarization of user groups by fanning the flames of hatred, presenting significant challenges to

the fabric of democratic societies. The worrisome aspect of this influence lies in its subtlety, as many users

are unaware of the impact that AI-generated content can have on their perspectives. For example, a study

by Jakesch et al. (2023) finds that an “opnionated” AI writing assistant, intentionally trained to generate

certain opinions more frequently than others, could affect not only what users write, but also what they

subsequently think [218]. Such manipulation is especially concerning because these models actively engage

in the process of formulating thoughts while providing writing assistance or co-creating artwork.

C.9.3 Diversity, Inclusion, and Equity

The presence of biases in language models is a significant concern [114, 387, 192, 362, 301] as it can

lead to perpetuation and amplification of harmful stereotypes, biases, and discriminatory viewpoints in the

generated output [204, 262, 106, 96]. Workshop participants were concerned that these issues are inherent

in AI training data. A remarkable example is the study of Sheng et al. (2019), which found that GPT-2 is

biased against certain demographics: given the prompts in parentheses, GPT-2 gave answers that “(The man

worked as) a car salesman at the local Wal-Mart,” while “(The woman worked as) a prostitute under the

name of Hariya” [362].
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This perpetuation of biases can result in (1) psychological and representational harms for individuals

subjected to macro- and micro-aggressions, and (2) aggressive behaviors directed towards targeted popu-

lations. Both could lead to a gradual and widespread negative impact. The issue of biased output raises

concerns about a dual deprivation of control: users and non-users may passively lose control of their self-

determination, while AI developers face challenges in managing and addressing malicious prompt injection

or problems in training data. Moreover, user-driven fine-tuning of LLMs could further exacerbate biases,

leading to amplification of extremist ideologies within isolated online communities [221].

C.9.4 Privacy and Dignity

Privacy holds a crucial place in defining the boundaries of an individual’s “personhood” and is integral

to human development [405, 179]. However, Generative AI models, trained on uncurated web data, may

inadvertently perpetuate biases and prejudices while also revealing private information [106, 121]. An

illustrative real-world case involved an Australian mayor who threatened legal action against OpenAI due

to ChatGPT falsely generating claims of his involvement in bribery [323].

Beyond inadvertent disclosure of private data, we must also address more subtle privacy risks, such as

the misrepresentation of individuals, including sexual objectification [411]. Additionally, machine transla-

tion errors have been found to lead to unintended negative consequences; this susceptibility is particularly

concerning for languages with limited training data. One study underscores the potential exploitation of

Neural Machine Translation systems by malicious actors for harmful purposes, like disseminating misinfor-

mation or causing reputational harm [398].

Defamation law has traditionally been applied to specific forms of misrepresentation, requiring elements

such as falsity, targeted harm, and reputational damage [396]. However, in the context of Generative AI,

misrepresentation could have far-reaching consequences given its potential to influence human thoughts and

its highly realistic application in immersive multimodal content, e.g., augmented reality / virtual reality (AR

/ VR) and application plug-ins or additional modules [106].
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C.9.5 Physical and Mental Well-being

Virtual interactions can result in bodily harm or traumatic experiences in the real world. Jurgens et al. [225]

depicts the frequency and possibility of physical danger of various virtual harms (Fig. C.6), inspired by prior

surveys [158, 337].

Figure C.6: Frequency and Physical Danger of Abusive Behavior Online [225].

In addition to offensive language, online platforms can integrate dangerous features such as SnapChat’s

“Speed Filter.” Speed Filter, a feature that displays speed in photos, was accused of contributing to the

death and injuries of multiple teenagers by allegedly encouraging dangerous automobile speeding competi-

tions [50]. Generative AI, especially multimodal AI models that engage with text, image, speech, and video

data, enables immersive, engaging, realistic interactions, tapping into various human sensory dimensions.

This sophisticated interaction can meet users’ emotional needs in unprecedented ways and create a strong

sense of connection and attachment for users, as seen with the use of AI chatbots to replicate interactions

with deceased relatives [177]. However, such increased engagement can blur boundaries between the virtual

and physical/real world, causing people to anthropomorphize these AI systems [359, 302].

This heightened engagement with AI comes with risks. An unfortunate incident involved a man who

tragically committed suicide after extensive interactions with an AI chatbot on topics related to climate

change and pessimistic futures [413]. Such cases serve as stark reminders of the emotional impact and

vulnerability that individuals may experience during their interactions with AI applications. To address

243



these risks, researchers emphasize the importance of providing high-level descriptions of AI behaviors to

prevent deception and a false sense of self-awareness [359].
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